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Many applications utilize sensors in mobile devices and machine learning to provide novel services. However, various factors 
such as different users, devices, and environments impact the performance of such applications, thus making the domain 
shift (i.e., distributional shift between the training domain and the target domain) a critical issue in mobile sensing. Despite 
attempts in domain adaptation to solve this challenging problem, their performance is unreliable due to the complex interplay 
among diverse factors. In principle, the performance uncertainty can be identified and redeemed by performance validation 
with ground-truth labels. However, it is infeasible for every user to collect high-quality, sufficient labeled data. To address 
the issue, we present DAPPER (Domain AdaPtation Performance EstimatoR) that estimates the adaptation performance 
in a target domain with only unlabeled target data. Our key idea is to approximate the model performance based on the 
mutual information between the model inputs and corresponding outputs. Our evaluation with four real-world sensing 
datasets compared against six baselines shows that on average, DAPPER outperforms the state-of-the-art baseline by 39.8% in 
estimation accuracy. Moreover, our on-device experiment shows that DAPPER achieves up to 396× less computation overhead 
compared with the baselines.
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Fig. 1. DAPPER estimates the adaptation performance with only unlabeled data from the target user.

1 INTRODUCTION
Mobile sensing utilizes the sensors from mobile devices (e.g., smartphones and wearables) to infer user contexts
and provide appropriate services accordingly. Integrated with deep learning, which enables understanding of multi-
dimensional sensory data, mobile sensing has broad applications ranging from human activity recognition [60, 62,
68] to context recognition [46, 83], authentication [7, 44, 93], emotion recognition [45, 49], and healthcare [89–91].
While a body of research in this area has demonstrated its potential, existing methods have been limited in
real-world deployments due to the domain shift issue, i.e., distribution shift of target data with respect to training
(or source) data [21, 70, 76]. Specifically, users have different physical conditions and behaviors, and their mobile
devices have various specifications, making each user’s sensing distribution different from others. Therefore, a
pre-trained model typically suffers from poor generalization to an unseen user or device. A popular approach in
addressing this problem is domain adaptation that utilizes labeled/unlabeled samples [6, 15, 21, 30, 48, 80, 94] to
adapt to the target condition.

Domain adaptation for mobile sensing is particularly challenging as countless combinations between users and
devices, the quality and quantity of the target samples, numerous hyperparameters, and even software/hardware
are known to affect the model’s performance [47, 52]. As such, the performance gain after adaptation is usually
uncertain under such heterogeneous mobile sensing environments.
Two common practices used for model evaluation in domain adaptation have critical limitations to solve

the aforementioned problem. First, many studies trained until a fixed number of training epochs (e.g., 100) and
reported the last epoch’s performance [5, 11, 15, 17, 25, 34, 38, 43, 67, 71, 78, 81, 94]. However, simply using the
last epoch’s model often leads to sub-optimal (or even worse) performance with unnecessary computational
overhead. To avoid such undesirable situations, performance validation is critical regardless of adaptation
algorithms. Second, existing studies used labeled test data from each target domain and reported the best
accuracy [10, 13, 21, 29, 41, 73, 74, 79, 80, 82]. However, it is extremely costly and unrealistic to require every
user to collect data and manually label them for validation. Our research question arises here: can we validate the
model performance on the target domain without user effort?
We propose DAPPER (Domain AdaPtation Performance EstimatoR), a label-free performance estimation for

domain adaptation in mobile sensing (Figure 1). Once deployed to users, DAPPER leverages only unlabeled
target data for performance estimation. As unlabeled time-series sensory data could be easily collected in mobile
sensing applications, DAPPER does not require any labeling effort. As DAPPER needs training only once before
deployment, it does not incur extra training overhead on target devices, which is beneficial in resource-constrained
mobile devices. To the best of our knowledge, DAPPER is the first proposal of performance estimation with
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unlabeled data in mobile sensing. Knowing the adapted performance has many benefits for the deployment of
sensing models. One can avoid the aforementioned undesirable accuracy degradation or computational overhead.
It could also help model maintenance; model developers could monitor whether their sensing applications provide
desired performance for their customers and conduct additional actions when needed. Moreover, recent studies
found that demonstrating the model’s performance improves user trust in AI systems [35, 85, 87].
DAPPER’s performance estimation with unlabeled data is based on information theory [66]. Specifically, we

focus on the information gain in the model predictions given unlabeled target data, and then we demonstrate the
correlation between the information gain and the actual performance on the target domain. Based on the analysis,
we design a lightweight label-free performance estimation network that leverages domain knowledge, such as
dataset-specific characteristics and the nature of the adaptation process. Note that training neural networks
requires a large number of training instances for generalization. Without additional data collection, we generate
virtual training data by simulating various adaptation scenarios only with source data.

We evaluate our proposed method with four real-world datasets: Heterogeneity Human Activity Recognition
(HHAR) [70], Wearable Stress and Affect Detection (WESAD) [65], Individual-Condition Human Activity Recog-
nition (ICHAR) [21], and Individual-Condition Speech Recognition (ICSR) [21]. We demonstrate the effectiveness
of our method compared with six baselines, including the state-of-the-art performance estimation algorithm for
domain adaptation [8]. Our results show that DAPPER is the most accurate performance estimator, outperforming
the state-of-the-art baseline by 39.8% on average in estimation accuracy. In fact, we discovered that the state-of-
the-art baselines do not perform well due to their assumptions that do not hold in mobile sensing scenarios. We
further evaluate the computational overhead by implementing DAPPER and the baselines on mobile devices with
the Mobile Neural Network (MNN) framework [28]. The results show that DAPPER requires 180∼396× fewer
computations than the state-of-the-art training-based algorithms and only 0.2% extra computational overhead
compared with validation from the labeled test data.
We summarize our contributions as follows:
• We highlight the importance of performance validation in domain adaptation for mobile sensing by uncov-
ering the performance dynamics under domain shifts and suggesting useful applications of performance
validation.

• We present DAPPER, the first domain adaptation performance estimation in mobile sensing with unlabeled
target data. DAPPER combats the uncertainty of the adapted performance by modeling the relationship
between model outputs and the performance.

• We conduct extensive experiments with four real-world datasets against six baselines including the state-
of-the-art performance estimation algorithm. Our evaluation indicates that DAPPER not only outperforms
the baselines in estimation accuracy but also requires significantly less computational overhead.

2 BACKGROUND AND MOTIVATION

2.1 Performance Dynamics in Mobile Sensing
In mobile sensing, users have different behaviors and physical characteristics. For instance, an elderly’s jogging
might be slower than a young person’s jogging. Moreover, their mobile devices also have diverse hardware
specifications, such as sensing sampling rates. In addition, the placement of mobile devices varies according
to the type of device (smartphone vs. smartwatch) and user’s preference (hand vs. pocket). These differences
collectively create a unique sensing condition for each individual [21, 70, 76]. Unlike other research fields where
domains are relatively well-defined and categorized (e.g., real-world objects vs. object icons in computer vision),
every target user becomes a unique domain in mobile sensing. Therefore, domain shift, i.e., distribution shift of
the target data with respect to the source data, is inevitable in mobile sensing and is regarded as a major hurdle
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(e) User data distribution.
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Fig. 2. Performance dynamics in mobile sensing domain adaptation. We varied the (i) user-related factors in mobile sensing
(the target user, the target device, the number of given samples, the mislabeling rate, and the sample distribution) and (ii)
varied machine-learning hyperparameters (the learning rate, the optimizer, and the algorithm-specific hyperparameter).

for realizing mobile sensing in the wild. To tackle this problem, various domain adaptation (DA) algorithms have
been proposed in mobile sensing; given a model trained on one or more source domains, a domain adaptation
algorithm utilizes few labeled and/or unlabeled target data to adapt to the target domain [6, 15, 21, 30, 48, 80, 94].
While previous research has focused on the algorithmic aspect of domain adaptation, we argue that the

performance dynamics in the adaptation stage must be addressed. In addition to the user behaviors, numerous
other factors, such as physical characteristics, the device’s sensor specifications, and device placements, also affect
the adapted performance. The quantity and quality of the data from the target user are usually not guaranteed
(e.g., mislabeling, incorrect time stamps, skewed data distribution, etc.) [3]. When the model is deployed, both
software (OSes, library versions, etc.) and hardware (GPUs, etc.) specifications on which adaptation is applied
also impact the performance [52]. These factors are dependent on every possible target user and difficult to
control in the model development stage. Furthermore, traditional machine learning design choices, such as model
architecture, set of hyperparameters, or training algorithms, lie in a huge space and are known to be extremely
difficult to optimize for every single domain [47].

We conducted a preliminary empirical study to see how various factors affect adaptation performance. We used
the Heterogeneity Human Activity Recognition (HHAR) dataset [70] and considered a common multi-source
domain adaptation scenario: for each target domain, we pre-trained a base model with the remaining domains, and
the base model was adapted to the target domain. We used a recent unsupervised domain adaptation algorithm
(SHOT [38]) with 300 unlabeled samples except for the mislabeling rate experiment, where we used fine-tuning
with 25 labeled data. We used 1D convolutional neural networks (CNN) and the Adam optimizer with a fixed
learning rate of 0.001 as the default. Additional details about the dataset and the training procedure are in §4. We
varied diverse user-related factors in mobile sensing: the user, the device, the number of given target samples,
the mislabeling rate, and the distribution of samples with respect to classes. We also varied machine-learning
hyperparameters: the learning rate, the optimizer, and the algorithm-specific hyperparameter (balancing factor).
For each experiment, all other factors remained the same.

Figure 2 visualizes the accuracy on the target test dataset as the adaptation proceeded for 100 training epochs.
The adapted accuracy has diverse patterns according to a variety of factors. As multiple factors interplay and
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Fig. 3. Three observed problems in domain adaptation for a fixed epoch without validation: (i) performance degradation, (ii)
unnecessary training overhead, and (iii) best accuracy in the middle.

some are beyond the developer’s control, it is difficult to predict the adapted performance. For instance, Figure 2c
shows that “100 samples” converged to a higher accuracy than “200 samples,” which contradicts the common
expectation that training with more samples would result in higher accuracy. We found that this often happens
as a higher number of samples does not guarantee a higher quality of the samples with respect to the algorithm’s
objective.

2.2 Limitations of Previous Approaches
We found that common approaches in performance validation for domain adaptation have critical limitations.

Many studies used a fixed number of training epochs and reported the accuracy at the last epoch [5, 11, 15, 17, 25,
34, 38, 43, 67, 71, 78, 81, 94]. However, simply selecting the model at the last epoch suffers from several critical
issues, as we illustrate in Figure 3. First, in some cases, adaptation results in undesirable performance degradation
due to various factors, as discussed in §2.1. Second, if the model’s accuracy has rapidly saturated in the first
few epochs, training for more epochs will bring in unnecessary computational overhead. Third, the model’s
accuracy can fluctuate and reach its maximum in the middle of training. Thus, selecting the last epoch’s model
without proper performance validation might lead to selecting a sub-optimal model. In summary, merely choosing
the model at a certain point without validation would often be subject to performance issues, highlighting the
importance of performance validation.

Note that the accuracies reported in Figures 2 and 3 are calculated from the labeled test data. Similarly, existing
studies often used hold-out labeled test data to compute accuracy and reported the best model’s accuracy among
epochs to validate the model’s performance precisely [10, 13, 21, 29, 41, 73, 74, 79, 80, 82]. However, it is extremely
unrealistic for every user to collect an adequate amount of high-quality data and manually label them. Moreover,
non-expert users could often mislabel data, which further harms the reliability of the labels [88].

2.3 Applications of Performance Validation in Mobile Sensing
Knowing the adapted performance has many benefits in the deployment of sensing models. We summarize the
importance of performance validation in practical settings.

2.3.1 Avoiding Performance Degradation. With the user and device factor added to the complex hyperparameter
space of deep learning, domain adaptation in mobile sensing does not necessarily guarantee performance
improvement for an arbitrary user. Moreover, the performance often degrades after adaptation, as shown in
Figure 3. If the accuracy after adaptation could be estimated, one can avoid such accuracy degradation by
discarding the updated model.

2.3.2 Reducing Computational Overhead. Performance validation could reduce unnecessary computation over-
head, which is crucial in resource-constrained devices. For instance, a model sometimes converges before it
reaches the last training epoch, as illustrated in Figure 3. With the performance knowledge of the adapted model,
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Fig. 4. An overview of DAPPER that estimates the performance of an adapted model with unlabeled target data.

the system could halt adaptation and avoid redundant computation when the model’s performance does not
improve for consecutive training iterations or reaches a satisfactory performance.

2.3.3 Model Development and Maintenance. Performance validation could help model maintenance. Model
developers (or companies) could monitor whether their sensing applications are providing desired performance
for their customers and conduct additional actions when needed. For instance, developers could group poorly-
performing models and improve them by identifying the common characteristics of the users. Furthermore,
developers could provide personalization such as selecting the best hyperparameters/models for a specific user to
improve performance.

2.3.4 User-Interactive Adaptation. Recent studies have demonstrated that providing the model performance
enhances users’ trust and acceptance of ML systems, which leads to improved user experiences [35, 85, 87].
Knowing the performance of a model allows designing a user-interactive adaptation algorithm. For instance,
the model could proactively ask the user to collect more (labeled) data when the current performance is poor.
When the presented performance is not satisfactory, the user could accept the request to gather more data. After
adaptation, the model provides the user with the performance gain from the help of the user’s data collection
effort. If the model performs well, there is no need to collect further data. This AI-assisted decision-making not
only lets users understand the model’s current behavior better but also effectively utilizes users’ feedback for
model improvement.

3 DAPPER: A LABEL-FREE PERFORMANCE ESTIMATOR FOR MOBILE SENSING

3.1 Overview
Our goal is to validate the performance of a model under heterogeneous mobile sensing scenarios without user
effort. Figure 4 shows the overall workflow of our performance estimation framework, DAPPER. We follow a
common domain adaptation setting, where a pre-trained model with source data is deployed as an initial model
and is adapted to the target user with some training data from the target domain [21, 38]. DAPPER estimates the
change in the performance as close as possible to the change in the performance calculated from the labeled data,
utilizing only unlabeled data from the target domain. Note that it is extremely challenging, if not impossible,
to compute the exact performance for a target domain without labeled data. We approach this problem with
information theory [66]. By analyzing the information gain between the inputs and the outputs of the model,
we demonstrate the correlation between the information gain and the actual performance on the target domain.
Furthermore, we design a performance estimator to overcome the challenges in applying the theoretical analysis
in practice.
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Design principles of DAPPER for mobile sensing: DAPPER is designed by considering the characteristics
and challenges of mobile sensing. First, collecting unlabeled time-series sensory data from a target user could be
done in mobile sensing without the user’s manual effort [2, 72]. Taking human activity recognition as an example,
while a user is walking, unlabeled sensory data of walking comes to the recognition app. DAPPER utilizes such
labor-free unlabeled data to estimate the performance of the adapted model. Second, obtaining high-quality
labeled data in mobile sensing is costly as it involves users in the data collection and labeling process. Moreover,
lots of labeled data are necessary to train an accurate estimator. DAPPER mitigates this problem by training with
simulated data in which diverse adaptation scenarios are generated from the already collected source data. Third,
minimizing the computation overhead of an estimation model is critical in resource-constrained mobile/wearable
devices. By design, DAPPER requires training only once from the developer side and no further training from the
user side. Moreover, DAPPER’s lightweight features and architecture collectively make the inference overhead
on the user side negligible.

3.2 Problem Formulation
Formally, let DS = {𝒙 (𝑖)

S , 𝑦
(𝑖)
S }𝑁S

𝑖=1 be the source data collected from one or more domains and DT = {𝒙 (𝑖)
T , 𝑦

(𝑖)
T }𝑁T

𝑖=1
be the target data to adapt to, where 𝑥 (𝑖) and 𝑦(𝑖) denote data instances and their corresponding labels regardless
of their subscripts. We follow the standard covariate shift assumption in domain adaptation, which is defined
as 𝑃S(x) ̸= 𝑃T (x) and 𝑃S(𝑦 |x) = 𝑃T (𝑦 |x) [59] where 𝑃S(x) and 𝑃T (x) refer to the probability distribution of the
source and target domains, respectively. We consider a realistic scenario where DT ⊄ DS . Let D𝑡𝑟

T be training
data for adaptation and D𝑣𝑎

T be unlabeled validation data, where D𝑡𝑟
T ,D

𝑣𝑎
T ⊂ DT , and D𝑡𝑟

T ∩ D𝑣𝑎
T = ∅. We want

to estimate the adapted model’s performance with unlabeled target validation data D𝑣𝑎
T . We are interested in the

target accuracy,1 which is the most representative metric of performance. We focus on estimating the change
in the target accuracy as adaptation proceeds. We use the terms “performance” and “accuracy” interchangeably
throughout the paper. Specifically, the target accuracy at epoch 𝑒 ∈ 𝐸 = {0, 1, 2, ...,𝑇 } is defined as

𝑎(𝑒) =

∑
(𝒙T ,𝑦T )∈D𝑣𝑎

T
1[�̂�(𝑒)

T =𝑦T ]

𝑁 T , (1)

where 𝑦(𝑒)
T is a predicted label with an adapted model at epoch 𝑒 , i.e., 𝑓 (𝑒)

𝜃
(xT ), and 1[�̂�(𝑒)

T =𝑦T ] is one if 𝑦
(𝑒)
T = 𝑦T and

zero otherwise. Accordingly, the change in the target accuracy at epoch 𝑒 is defined as follows:

∆𝑎(𝑒) = 𝑎(𝑒) − 𝑎(0), (2)

which represents how accuracy changed after adaptation compared against before adaptation. Our objective is to
minimize the difference between the change in the ground-truth accuracy and the estimated change in accuracy
computed from the unlabeled target validation data D𝑣𝑎

T during the training epochs, which is defined as follows:

minimize
𝑇∑︁
𝑒=1

���∆𝑎(𝑒) − ∆𝑎(𝑒)
��� , (3)

where ∆𝑎(𝑒) is the estimated accuracy change of 𝑓 (𝑒)
𝜃

through D𝑣𝑎
T . We chose this objective as it is intuitive and

one of the most widely used objectives (i.e., L1 distance).

3.3 Theoretical Insight
We tackle the problem of performance estimation with unlabeled data based on mutual information [66]. In
information theory, mutual information is a measure that quantifies the amount of information gained about

1We have also tried other metrics, such as the F1 score, and observed similar findings throughout the experiments.
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a random variable after observing the other random variable. The infomax principle [40] explains that neural
networks can be viewed as an information channel and proposes a principle to self-organize such networks by
conveying as much information as possible of given data. This principle has been widely applied in deep learning,
such as feature learning [1] and clustering [27]. Grounded on this, we explain the performance of the model
in the aspect of the information gain between the inputs and the corresponding outputs of a model. We then
demonstrate that it can be derived via Monte Carlo estimation. Finally, we investigate the relationship between
mutual information and model performance.
Specifically, the mutual information (also known as information gain) between two random variables 𝑋 (i.e.,

inputs) and 𝑌 (i.e., predictions) is defined as:

𝐼 (𝑋,𝑌 ) = 𝐻 (𝑌 ) − 𝐻 (𝑌 |𝑋 ) (4)
where 𝐻 (·) is the entropy [66] of a probability distribution. Note that entropy is a quantitative measure of
uncertainty about a random variable. Mutual information represents the reduction of the uncertainty about the
variable 𝑌 after observing 𝑋 . Mutual information becomes zero when 𝑋 and 𝑌 are independent, i.e., when
𝐻 (𝑌 |𝑋 ) = 𝐻 (𝑌 ). In the context of the domain shift problem, high mutual information is interpreted as a high
reduction of the uncertainty of the model predictions 𝑌 , given inputs 𝑋 from a target domain. On the other hand,
low mutual information means a low reduction of the uncertainty of 𝑌 for inputs 𝑋 from the target domain,
which indicates that the model does not successfully correlate 𝑋 with 𝑌 .

Let 𝑝(𝑦 |𝑥) denote the probability distribution of the output 𝑦 from the model 𝑓𝜃 given an input 𝑥 . Mutual
information can be expressed with 𝑝(𝑦 |𝑥 ):

𝐻 (𝑌 ) − 𝐻 (𝑌 |𝑋 ) =
∑︁
𝑦

𝑝(𝑦)log𝑝(𝑦) −
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𝑝(𝑥 )

(∑︁
𝑦

𝑝(𝑦 |𝑥 )log𝑝(𝑦 |𝑥 )

)
=

∑︁
𝑦

(∑︁
𝑥

𝑝(𝑥 )𝑝(𝑦 |𝑥 )

)
log

(∑︁
𝑥

𝑝(𝑥 )𝑝(𝑦 |𝑥 )

)
− E

𝑥

(∑︁
𝑦

𝑝(𝑦 |𝑥 )log𝑝(𝑦 |𝑥 )

)
=

∑︁
𝑦

(
E
𝑥
𝑝(𝑦 |𝑥 )

)
log

(
E
𝑥
𝑝(𝑦 |𝑥 )

)
− E

𝑥

(∑︁
𝑦

𝑝(𝑦 |𝑥 )log𝑝(𝑦 |𝑥 )

)
. (5)

In practice, 𝑝(𝑦 |𝑥 ) can be calculated by applying the softmax function to the output logits of neural networks.
We now show that mutual information can be driven from unlabeled target validation data D𝑣𝑎

T via Monte
Carlo approximation:

𝐻 (𝑌 ) − 𝐻 (𝑌 |𝑋 ) =
∑︁
𝑦

(
E
𝑥
𝑝(𝑦 |𝑥 )

)
log

(
E
𝑥
𝑝(𝑦 |𝑥 )

)
− E

𝑥

(∑︁
𝑦

𝑝(𝑦 |𝑥 )log𝑝(𝑦 |𝑥 )

)
≈

∑︁
𝑦

©« 1
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𝑥∈D𝑣𝑎

T

𝑝(𝑦 |𝑥 )ª®¬ log ©« 1
𝑁T

∑︁
𝑥∈D𝑣𝑎

T

𝑝(𝑦 |𝑥 )ª®¬︸                                                       ︷︷                                                       ︸
Global Diversity

− 1
𝑁T

∑︁
𝑥∈D𝑣𝑎

T

∑︁
𝑦

𝑝(𝑦 |𝑥 )log𝑝(𝑦 |𝑥 )︸                                 ︷︷                                 ︸
Individual Uncertainty

. (6)

Note that the first term is the entropy of the averaged predictions of the model and the second term is the average
of the entropy for each prediction. As a high-level interpretation, the first term becomes high if the predictions
are globally diverse, and the second term becomes low when the uncertainties of individual predictions are
low. Therefore, mutual information is high when the predictions on the target validation data are both globally
diversified and individually certain. Intuitively, an accurate classifier should provide confident class predictions,
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Fig. 5. Correlation between mutual information and ground-truth accuracy across four datasets.

while the output class distribution should be diverse for class-balanced inputs, and thus have high mutual
information [4]. This also aligns with the infomax principle for neural networks, which prescribes that a classifier
should maximize the mutual information between inputs and outputs [40].

With the aforementioned theoretical interpretation, we conducted a preliminary study to empirically understand
the relationship betweenmutual information and accuracy. For this study, we used a total of 20k domain adaptation
results where we logged both mutual information and ground-truth accuracy using four sensory datasets:
Heterogeneity Human Activity Recognition (HHAR) [70], Wearable Stress and Affect Detection (WESAD) [65],
Individual-Condition Human Activity Recognition (ICHAR) [21], and Individual-Condition Speech Recognition
(ICSR) [21] (details in §4). Figure 5 shows the correlation between mutual information and accuracy across four
sensory datasets. As shown, mutual information has a positive correlation with performance demonstrating the
feasibility of performance estimation via unlabeled target data. Still, the relationship between the accuracy and
mutual information is not straightforward, and one might argue that model calibration [22] might be useful in
this context. We discuss the relevance of our method to model calibration in §7.2. In the following section, we
design a performance estimator by addressing the limitations of mutual information.

3.4 Performance Estimator
While mutual information provides theoretical insights for performance estimation with unlabeled data, using it
directly as a proxy for performance has several practical limitations: (i) The unit of mutual information denotes
the amount of information (e.g., bits with the log base 2). It does not represent the target performance metric of our
interest, e.g., accuracy. Therefore, mutual information itself is not an interpretable metric to users. (ii) As illustrated
in Figure 5, the relationship between mutual information and accuracy depends on the given unlabeled data from
each dataset; the relationship is not a one-to-one function. Mutual information cannot decode the underlying
characteristics of datasets, which makes it different among datasets. (iii) We are interested in accuracy changes for
each iteration of domain adaptation. In such scenarios, previous information (e.g., previously estimated accuracy)
could give a hint to performance estimation. Mutual information, however, does not utilize previous information.

To overcome the limitations of our theoretical analysis, we propose to train a domain adaptation performance
estimator that gets the outputs of an adapted model onD𝑣𝑎

T and predicts the change in accuracy. The benefits of the
proposed performance estimator are three-fold: (i) machine learning can capture the underlying optimal mapping
frommutual information to the desiredmetric (e.g., accuracy) with sufficient training data and supervised objective,
(ii) dataset-dependent characteristics can be learned by training dataset-specific estimators, and (iii) machine
learning can leverage previous information for better prediction via sequential modeling.

Practical concerns for training such an estimator would be the cost of data collection and computation overhead.
DAPPER resolves the concerns by generating lots of virtual training data using already collected source data
and decoupling the training process from the user side. DAPPER utilizes the virtual training data to simulate
heterogeneous domain adaptation scenarios and learn to estimate accuracy. Unlike state-of-the-art performance
estimation algorithms [8, 9], the entire training process of DAPPER is conducted on the developer side. Therefore,
once deployed to users, only inference is required for estimation.
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Fig. 6. An illustration of the training process of the performance estimator. We generate training data via simulation. The
whole process runs on the developer side.

3.4.1 Virtual Training Data Generation. We propose a simulation-based virtual training data generation to train
the estimator. Our data generation methodology is inspired by the principle of domain randomization, postulating
that the disparities between source and target domains could be represented as variations within the source
domain [55, 75]. Specifically, we generate training data with the following objectives. First, we create training
data only from source data. Collecting target data is not required to train the estimator, which is beneficial in
terms of cost and effort. Second, we train the estimator with as diverse data as possible to make the estimator
learn various adaptation scenarios.

Figure 6 is an illustration of the training process. The training starts from virtual training data generation with
the source data. Note that we do not have access to the target data that is ideal for training the estimator. We
instead simulate adaptation with the source data to generate the training data for the estimator. We assume the
model developer collected or obtained the source datasets DS from multiple domains, and we randomly split
the source data into non-overlapping virtual-source domains DS𝑠

and virtual-target domains DS𝑡
. With the

virtual-source and virtual-target, we generate the training data by simulating adaptation; the model is pre-trained
with the virtual-source data, and the adaptation algorithm is applied to the pre-trained model to adapt to the
virtual-target. We randomly sample the virtual-target training and validation data to simulate diverse adaptation
scenarios. While adapting to the virtual-target data, features are calculated for every epoch from the unlabeled
virtual-target validation data. We also log accuracy as the ground truth. This process is repeated 10,000 times to
generate enough training data, which takes around one day with a server equipped with eight NVIDIA GeForce
RTX 3090 GPUs. We then train the estimator with dataset-specific virtual training data. This way, we expect
the estimator can be trained from myriad combinations of virtual-source and virtual-target domains, and, more
importantly, learn the dataset-specific domain-invariant relationship between the features and ground-truth
accuracy, which we explain in detail in the following section.

3.4.2 Training. We train the performance estimator 𝑔𝜙 of DAPPER with the data generated from the source data
(Figure 6). To train an accurate and lightweight estimator, we (i) use computationally light features as the inputs
for the estimator and (ii) utilize an LSTM architecture for sequential modeling.

For features, we use global diversity and individual uncertainty in Equation (6) to learn an optimal relationship
between them. Given unlabeled target validation data D𝑣𝑎

T , global diversity (GD) is defined as:

GD(D𝑣𝑎
T ) =

∑︁
𝑦

©« 1
𝑁T

∑︁
𝑥∈D𝑣𝑎

T

𝑝(𝑦 |𝑥 )ª®¬ log ©« 1
𝑁T

∑︁
𝑥∈D𝑣𝑎

T

𝑝(𝑦 |𝑥 )ª®¬ . (7)

Similarly, the definition of individual uncertainty (IU) is:

IU (D𝑣𝑎
T ) =

1
𝑁T

∑︁
𝑥∈D𝑣𝑎

T

∑︁
𝑦

𝑝(𝑦 |𝑥 )log𝑝(𝑦 |𝑥 ). (8)
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In addition, we consider prediction distribution (PD) as a feature, which is defined as:

PD(D𝑣𝑎
T ) =

1
𝑁T

∑︁
𝑥∈D𝑣𝑎

T

𝑝(𝑦 |𝑥 ). (9)

Note that GD and IU are single values while PD contains 𝐾-dimensional information where 𝐾 is the number
of classes. As GD and IU are single values (i.e., encoded values) summed over all 𝑦s, relying on only those
features might lose important data-specific characteristics that can be observed in class information 𝑦. PD reveals
class-wise information (i.e., decoded values) that is beneficial in capturing data characteristics and thus improves
performance estimation. Our features are extremely lightweight as opposed to using raw sensory inputs as
features, e.g., one-second accelerometer input corresponding to 400×3 values under 400 Hz sampling rate.
In addition, we use the difference from the previous values as additional input features, i.e.,

∆Feat𝑒 = Feat𝑒 − Feat𝑒−1, where Feat𝑒 ∈ F𝑒 , and F𝑒 = {GD𝑒 , IU 𝑒 , PD𝑒 }, (10)

where 𝑒 is the training epoch. By providing the value differences as additional features, not only can the
estimator consider the current features, but it also leverages the changes in the features from the previous model.
This explicit use of the absolute values (current) and the relative values (difference) of features helps the estimator
better correlate the given information with the change in performance. We evaluate the effectiveness of our
features via an ablative study in §5.3.

We notice that domain adaptation is a sequential process, i.e., the model is likely to be updated periodically with
multiple training epochs. In such scenarios, previous information about the target model (e.g., previous features)
could provide hints about the current accuracy estimation. To leverage such previous “states” of the model, we use
Long Short-Term Memory (LSTM) [24] as the backbone network. LSTM is widely used for sequential modeling
as it is simple and robust to the vanishing gradient problem in taking long sequences as inputs. Specifically, we
use two stacks of LSTM layers with 200 hidden dimensions, followed by two fully connected layers with one
ReLU activation. We use an L1 loss to minimize the difference between the predicted change in accuracy and
the ground-truth change in accuracy (Equation (3)). For optimization, we adopt the Adam optimizer [31] with a
learning rate of 10−5. The resulting model size is affordable for mobile devices (1.9 MB) and incurs negligible
computation overhead. We conduct a comprehensive analysis for the computation overhead in §5.6.

3.4.3 Inference. Given unlabeled target validation data D𝑣𝑎
T and a target model 𝑓 (𝑒)

𝜃
, DAPPER calculates GD,

IU, PD, and the differences of each of them. Those features are fed into the performance estimator 𝑔𝜙 , and the
estimator predicts the accuracy change from the initial model 𝑓 (0)

𝜃
, i.e.,

∆𝑎(𝑒) = 𝑔𝜙 (GD𝑒 , IU 𝑒 , PD𝑒 ,∆GD𝑒 ,∆IU 𝑒 ,∆PD𝑒 ). (11)

Note that the performance estimator 𝑔𝜙 is pre-trained by the developer, and only inferences are made from the
estimator after deployment. We conduct a detailed computation overhead analysis of DAPPER and comparison
with baselines in §5.6.

4 EXPERIMENT SETTINGS

4.1 Datasets and Preprocessing
We evaluate our method with the following four real-world mobile sensing datasets.

4.1.1 HHAR. HHAR [70] contains six activity classes of IMU data, obtained from nine users and 12 devices
(eight smartphones and four smartwatches). Smartphones were kept in a tight pouch around their waist and
smartwatches were on their arms. Sampling rates and sensor specifications vary by device. After removing two
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users whose Samsung Galaxy Gear data were missing, we created domains with seven users and five devices.
We randomly selected four users and three devices and grouped them as sources (12 domains), and used the
remaining devices and users as targets (six domains).

4.1.2 WESAD. WESAD [65] is a multi-modal dataset for wearable stress and affect detection with four classes. It
was collected from 15 users equipped with the samemedical devices around their chest and wrist. WESAD includes
diverse sensing modalities: three-axis acceleration, electrocardiogram, electrodermal activity, electromyogram,
respiration, body temperature, and blood volume pulse. Following the previous study [20], we down-sampled
each modality to 4 Hz, which is the lowest sampling rate. Among 15 domains, we randomly chose 10 domains as
sources and the others as targets.

4.1.3 ICHAR. ICHAR [21] contains nine classes of IMU data collected from 10 pairs of different users and devices.
Each participant was carrying a unique smartphone or smartwatch and there was no restriction on how to hold
the device. This makes the domain adaptation task in ICHAR more challenging than HHAR which had clear
instructions on how to carry devices. Among 10 individual conditions, i.e., domains, we randomly chose seven
domains as sources and the remaining three as targets.

4.1.4 ICSR. ICSR [21] is a speech recognition dataset collected under the same condition as ICHAR. During data
collection, each subject held one unique device in a preferred way and spoke out 14 different words with their
own styles (loudness, pitch, etc.). Among 10 resulting domains, we randomly chose seven domains as sources
and the remaining three as targets.

4.2 Adaptation Methods
We introduce domain adaptation methods upon which DAPPER estimates performance. We consider a common
multi-source DA scenario: for each target domain, we pre-trained a base model with the source domains, and
the base model was adapted to the target domain with a DA algorithm. We experimented with four common
adaptation methods as follows.

4.2.1 Fine-tuning. Fine-tuning utilizes labeled data from a target domain for adaptation. We used a well-known
fine-tuning method where a pre-trained model updated its parameters with a few labeled data from the target
domain. Specifically, we randomly chose a target domain first and selected 1∼50 random labeled data from the
target with which we performed adaptation. Here, we used a separate unlabeled dataset that was not used for
adaptation to estimate performance. This process was repeated 50 times for each dataset, and we reported the
average.

4.2.2 DANN. Domain-Adversarial Training of Neural Network (DANN) [18] is a widely used unsupervised
domain adaptation (UDA) algorithm that adapts to a target domain with labeled source and unlabeled target data.
Similar to fine-tuning, we chose a target domain randomly, selected 50∼500 random unlabeled data from the
target, performed adaptation, and estimated the performance with separate unlabeled data, which was repeated
50 times for each dataset. We provided more samples in DANN than fine-tuning, considering that unlabeled data
are easier to collect.

4.2.3 CDAN. Conditional Domain Adversarial Network (CDAN) [42] improves the adversarial training of DANN
by jointly utilizing feature representations and classifier predictions with labeled source and unlabeled target
data. We adopted the same experiment setting as DANN, where we randomly chose a target domain, selected
50∼500 random unlabeled data from the target, performed adaptation, and estimated performance with separate
unlabeled data, which was repeated 50 times for each dataset.
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4.2.4 SHOT. Source HypOthesis Transfer (SHOT) [38] is a recent UDA algorithm that does not require source
data in adaptation. We adopt SHOT as it has a practical setting since the source data might not be available to the
target users due to privacy and intellectual property concerns. Same as DANN, we chose a target domain randomly,
selected 50∼500 random unlabeled data from the target, performed adaptation, and estimated performance with
a separate unlabeled data, which was repeated 50 times for each dataset.

4.2.5 Implementation. For the backbone networks, we adopted 1D convolutional neural networks (CNN) [32]
followed by fully-connected layers, which are commonly used in mobile sensing [6, 21, 30, 63]. We used Rectified
Linear Unit (ReLU) [50] for activation function and Batch Normalization layer [26] after each CNN layer for
regularization and fast convergence. We used L2-regularization [51] as a regularization technique. We trained the
model with Adam optimizer [31]. We used a fixed learning rate of 0.001. We used a conventional standardization
for preprocessing the datasets. We used the PyTorch framework [54] for implementation and trained the model
with NVIDIA TITAN Xp GPUs. We ran each training for 100 epochs in both adaptation scenarios.

4.3 Baselines
We compare DAPPER with five baselines, including the state-of-the-art performance estimation algorithms [8, 9].
We note that in the context of mobile sensing, no previous work has proposed performance estimation utilizing
unlabeled data. Most studies trained until a fixed number of epochs [15, 25, 94], while several studies selected the
best models on the labeled target validation data [21, 80].

4.3.1 TgtLabel. TgtLabel computes accuracy with labeled target validation data. This performance validation is
often used in domain adaptation research [10, 13, 21, 29, 41, 73, 74, 79, 80, 82]. We use TgtLabel as the ground-truth
performance.

4.3.2 FixedEpoch. Training until a fixed number of epochs (FixedEpoch) is a widely used model selection
method [5, 11, 15, 17, 25, 34, 38, 43, 67, 71, 78, 81, 94]. Note that as FixedEpoch always chooses the last epoch’s
model without any validation data, it does not have performance validation.

4.3.3 SrcLabel. Validating performancewith labeled source data (SrcLabel) is also a popularmethod [19, 36, 37, 64]
as source data are more likely labeled with a larger amount, compared with target data. SrcLabel computes
accuracy from a hold-out labeled source data to estimate the target performance. In order not to affect the
performance of the pre-trained model, the hold-out source data for validation were never used in the training
process for other baselines as well.

4.3.4 SoftmaxScore. Using the confidence score from the last softmax layer [14] might be the simplest approach
utilizing target unlabeled data for performance estimation. This method is hence commonly adopted as a baseline
in related studies [8, 9]. Specifically, it estimates the accuracy of the target domain by averaging the softmax
confidence scores computed from unlabeled target validation data.

4.3.5 DIR. A recent study utilizes Domain-Invariant Representations (DIR) for estimating generalization under
domain shifts [9]. This study learns an accurate “check” model with domain-invariant representations as a proxy
for estimating performance. Specifically, it pre-trains a check model with both labeled source data and unlabeled
target data via DANN [18]. After each adaptation, to estimate performance, it updates the check model that
maximizes disagreement with the adapted model. An estimated proxy risk is the maximum disagreement between
the check model and the adapted model. Therefore, this algorithm requires updating the check model for every
update of the adapted model. We used this proxy risk to calculate an estimated accuracy. For the check model, we
used the same model as the adaptation model and used the unlabeled target validation data to train. We referred
to the official implementation and the check model was updated for 20 epochs.
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Table 1. Comparison of the baselines and DAPPER.

Src data Tgt data Extra Training Validation
TgtLabel (oracle) No Labeled No Yes
FixedEpoch No No No No
SrcLabel Labeled No No Yes
SoftmaxScore No Unlabeled No Yes
DIR Labeled Unlabeled Yes Yes
EnsRM Labeled Unlabeled Yes Yes
DAPPER (ours) No Unlabeled No Yes

4.3.6 EnsRM. Ensemble via Representation Matching (EnsRM) [8] is the state-of-the-art performance estimation
algorithm that utilizes ensemble models and self-training to estimate target accuracy. Similar to DIR [9], EnsRM
assumes that an accurate check model is pre-trained via DANN [18]. For performance estimation, EnsRM further
fine-tunes the check model to the unlabeled target validation data for multiple epochs and stores the models after
each epoch, which jointly become an ensemble of check models. These ensemble models are utilized to identify
misclassified target points where the ensemble’s class predictions disagree with those of the adapted model, and
the misclassified target points are added to training samples. This procedure is repeated for multiple rounds with
self-training, and the disagreement ratio from the last round becomes an estimated error of the model. Following
the authors’ implementation,we updated the check model for five epochs and five rounds.

4.3.7 Comparison with Baselines. Table 1 compares the baselines and DAPPER. “Src data” means whether it
requires hold-out source data during performance estimation while “Tgt data” means whether it requires target
data during estimation. “Labeled” means the requirement of labeled data, “Unlabeled” means the requirement of
unlabeled data, and “No” means no requirement of data for that category. “Extra Training” is whether it requires
additional training for every updated model. Unlike DIR and EnsRM, DAPPER requires training only once before
deployment, without additional training for every adapted model. “Validation” is whether the method includes
performance validation. FixedEpoch does not have performance validation.

4.4 Performance Estimation Setup
For performance validation (or estimation), we randomly selected 500 samples throughout experiments unless
specified. The validation samples were consistent for each dataset to ensure a fair evaluation. For instance, all
baselines that require target data used the same 500 samples from a target for validation, but those samples were
labeled for TgtLabel and unlabeled for DIR, EnsRM, and DAPPER. SrcLabel used 500 samples from the hold-out
source data. For each dataset and adaptation method pair, the result was averaged over 50 training episodes as
explained in §4.2.

We use similarity calculated from an L1 distance as a metric to compare with baselines. L1 distance is a metric
that calculates the distance between two 𝑁 dimensional vectors. We regard the true accuracy (TgtLabel) as the
oracle and calculate the L1 distance between the ground truth and the estimations. We subtract the averaged L1
distance from 1 to compute similarity. Specifically, we define similarity as follows:

Similarity = 1 − 1
|𝐸 |

∑︁
𝑒∈𝐸

���∆𝑎(𝑒) − ∆𝑎(𝑒)
��� , (12)

which ranges from 0 to 1 (0∼100%). Therefore, the higher the similarity, the better the estimation.
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Table 2. Average similarities (%) of the baselines and DAPPER under four domain adaptation methods (fine-tuning, DANN,
CDAN, and SHOT), across four datasets (HHAR, WESAD, ICHAR, and ICSR). D1∼D𝑛 represent target domains. Bold type
numbers indicate those of the highest average similarity.

Method HHAR WESAD ICHAR ICSR Avg.
D1 D2 D3 D4 D5 D6 D1 D2 D3 D4 D5 D1 D2 D3 D1 D2 D3

Adaptation algorithm: Fine-tuning
TgtLabel 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
FixedEpoch N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
SrcLabel 78.5 72.3 77.6 71.4 83.5 71.7 73.0 60.2 78.9 82.8 65.7 73.9 71.5 67.8 84.2 87.0 81.8 75.4
SoftmaxScore 85.2 89.5 88.8 88.7 91.9 87.4 82.7 86.7 82.1 74.9 90.9 82.4 75.1 76.3 70.2 78.9 85.4 83.4
DIR 70.1 69.6 62.4 64.7 70.4 66.8 68.7 28.7 52.0 45.4 57.3 64.0 61.5 64.0 71.7 69.5 71.6 62.3
EnsRM 44.2 41.3 39.8 38.3 39.8 43.1 59.4 48.5 47.0 57.8 47.8 53.6 59.4 55.6 62.8 44.8 40.8 48.5
DAPPER (ours) 94.3 95.9 93.8 97.0 96.3 95.8 94.5 94.9 90.6 77.0 89.1 94.5 95.9 96.2 89.4 93.1 89.8 92.8

Adaptation algorithm: DANN
TgtLabel 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
FixedEpoch N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
SrcLabel 85.7 84.3 92.1 91.1 90.7 77.9 70.4 64.0 73.2 41.3 93.6 66.0 64.1 60.6 64.7 93.3 84.0 76.3
SoftmaxScore 89.2 84.1 94.8 93.4 96.1 85.1 65.4 49.8 83.7 42.6 86.3 76.1 76.1 73.6 75.8 95.4 88.3 79.8
DIR 82.9 87.4 54.1 66.4 63.6 76.9 93.9 82.9 70.8 81.2 70.2 92.8 83.1 87.7 74.5 63.9 70.6 76.6
EnsRM 42.6 44.3 35.6 37.3 36.3 49.4 87.8 84.8 61.8 85.4 54.9 66.7 67.3 74.2 56.4 27.8 36.9 55.9
DAPPER (ours) 93.4 94.8 95.1 89.5 93.5 96.7 92.8 92.6 84.9 78.1 90.0 95.7 89.6 93.4 95.2 91.7 97.5 92.0

Adaptation algorithm: CDAN
TgtLabel 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
FixedEpoch N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
SrcLabel 86.8 86.8 92.8 90.2 87.3 81.1 86.6 68.1 95.0 57.9 94.9 77.3 71.3 75.8 61.3 93.8 86.8 82.0
SoftmaxScore 79.6 78.1 85.2 81.9 82.3 74.2 73.6 56.1 88.1 46.5 84.9 55.2 50.8 55.4 53.7 84.3 76.6 71.0
DIR 76.4 81.4 62.3 79.3 71.0 77.3 72.1 67.9 46.9 69.8 58.0 92.0 74.6 79.1 74.9 63.5 67.2 71.4
EnsRM 41.1 42.8 35.8 39.7 41.3 47.4 77.2 91.5 46.4 69.9 52.1 64.0 68.5 64.4 60.4 25.3 35.6 53.1
DAPPER (ours) 92.3 97.4 96.1 89.1 96.1 96.5 94.9 90.8 89.0 90.8 91.2 95.3 94.7 90.9 96.6 89.1 95.3 93.3

Adaptation algorithm: SHOT
TgtLabel 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
FixedEpoch N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
SrcLabel 89.5 82.2 75.9 80.7 91.6 86.3 95.8 83.3 91.1 76.5 92.3 92.9 79.0 90.0 92.9 79.0 90.0 86.4
SoftmaxScore 75.1 82.9 91.4 74.9 74.0 76.8 47.7 33.0 50.4 34.6 65.9 54.5 89.5 74.7 54.5 89.5 74.7 67.3
DIR 75.5 79.4 58.3 67.6 78.9 72.9 79.2 77.5 72.5 75.5 68.0 79.9 65.0 75.5 79.9 65.0 75.5 73.3
EnsRM 48.6 41.6 28.6 43.1 50.1 47.8 70.0 82.5 72.8 86.3 60.8 71.9 29.6 47.3 71.9 29.6 47.3 54.7
DAPPER (ours) 95.6 90.2 96.9 90.7 91.2 96.2 91.9 92.3 92.4 91.4 90.4 96.2 96.2 88.6 96.2 96.2 88.6 93.0

5 EVALUATION

5.1 Overall Results
Table 2 is the overall result that shows how effective DAPPER is compared with the baselines. The best values
among different methods are highlighted in bold, except for TgtLabel. The similarity in TgtLabel is 100, as it is the
ground truth. Measuring similarity is not available in FixedEpoch, and thus marked as “N/A.” For each adaptation
method, we specify similarities per each domain (D1∼D𝑛) and the average of them.
While both TgtLabel and SrcLabel use labeled data for performance validation, the estimation by SrcLabel

is often inaccurate as it assumes that the performance is generalizable via hold-out source data without any
information from the target. Using the softmax score for performance estimation (SoftmaxScore) is not reliable
due to the well-known incorrect calibration issue [22]. We also observe that the performance estimation by DIR
is far below DAPPER. This is due to its assumption that an accurate check model is available [9]. We found that
this assumption often does not hold in mobile sensing, where a high-quality check model is not always assured.
Note that DIR uses DANN for training the check model for each target domain. Unlike traditional vision domains
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(a) Case 1: Increasing accuracy.
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(b) Case 2: Decreasing accuracy.

0 20 40 60 80 100
Epoch

0

20

40

60

80

100

E
st

im
at

ed
 A

cc
ur

ac
y 

(%
)

HHAR

0 20 40 60 80 100
Epoch

0

20

40

60

80

100

E
st

im
at

ed
 A

cc
ur

ac
y 

(%
)

WESAD

0 20 40 60 80 100
Epoch

0

20

40

60

80

100

E
st

im
at

ed
 A

cc
ur

ac
y 

(%
)

ICHAR

0 20 40 60 80 100
Epoch

0

20

40

60

80

100

E
st

im
at

ed
 A

cc
ur

ac
y 

(%
)

ICSR

(c) Case 3: Fluctuating accuracy.

Fig. 7. Qualitative analysis with three categories: (a) increasing accuracy, (b) decreasing accuracy, and (c) fluctuating accuracy.

with thousands of target data and well-defined domains, we discovered that the check model’s errors were often
high in mobile sensing data, which aligns with our observation of performance dynamics in Figure 2. Note that
EnsRM performs generally worse than DIR in our experiments. We attribute this to its assumptions that (i) an
ensemble of check models has small errors on points that the target model is correct and (ii) the ensemble models
have a proper covariance with the target model, i.e., “the covariance should not be negative or too positive”,
as noted by the authors [8]. These assumptions could fail when there is no guarantee for the performance of
the ensemble models or the correlation between the ensemble models and the target model, e.g., due to high
variability of performance in heterogeneous mobile sensing.

Overall, DAPPER outperformed the baselines consistently across four datasets. On average, DAPPER achieved
12.8% similarity improvement over SrcLabel, 17.5% improvement over SoftmaxScore, 21.9% improvement over DIR,
and 39.8% improvement over the state-of-the-art method, EnsRM. This highlights the effectiveness of our proposed
features coupled with our training strategies. We believe the results indicate that DAPPER is the most appropriate
performance estimation method for heterogeneous mobile sensing. We however found some challenging cases
where DAPPER showed low similarities (e.g., WESAD D4 in Fine-tuning). These cases have unique patterns that
are not well generalized with our virtual training data, which means that domain randomization might not be
very effective in those cases. There might be several ways to overcome this, such as generating more virtual
training data and increasing the number of source data.

5.2 Qualitative Analysis
We conducted a qualitative analysis to understand further the behaviors of the baselines of DAPPER. Specifically,
we investigated how similar the estimated performance is to the true performance. Figure 7 compares different
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Table 3. The ablation study result of DAPPER. Average similarities (%) for four datasets under the four adaptation settings are
reported. The numbers are averaged across target domains. Dataset names are abbreviated for better visibility (HHA:HHAR,
WES: WESAD, ICH: ICHAR, and ICS:ICSR). Bold type numbers indicate those of the highest average similarity.

Method Fine-tuning DANN CDAN SHOT Avg
HHA WES ICH ICS HHA WES ICH ICS HHA WES ICH ICS HHA WES ICH ICS

GD 86.2 77.7 91.5 91.1 94.4 94.3 92.4 95.1 95.4 91.3 93.5 93.4 93.3 84.7 89.2 87.6 90.7
GD+IU 91.0 81.0 94.4 89.7 94.8 94.4 93.0 95.7 95.1 93.1 92.2 93.5 90.4 84.5 89.4 88.5 91.3
GD+IU+PD 95.5 89.2 95.5 90.8 93.9 87.7 92.9 94.8 94.6 91.3 93.6 93.7 93.5 91.7 88.8 93.6 92.6
Feat 77.2 77.4 54.5 73.8 40.5 60.1 78.5 71.6 58.6 58.9 83.3 72.6 73.1 70.6 87.2 75.2 69.6
∆Feat 77.0 63.7 80.0 85.4 76.5 79.2 90.6 95.5 78.4 91.1 85.5 95.6 72.4 67.1 80.3 87.0 81.6
Feat+∆Feat 95.5 89.2 95.5 90.8 93.9 87.7 92.9 94.8 94.6 91.3 93.6 93.7 93.5 91.7 88.8 93.6 92.6
MLP 85.8 82.1 92.1 88.7 94.0 93.2 92.2 94.7 94.5 90.4 93.1 94.4 92.2 88.9 90.3 92.6 91.2
LSTM 95.5 89.2 95.5 90.8 93.9 87.7 92.9 94.8 94.6 91.3 93.6 93.7 93.5 91.7 88.8 93.6 92.6

methods (SrcLabel, SoftmaxScore, DIR, EnsRM and DAPPER) to TgtLabel (oracle) under three different perfor-
mance patterns: (i) increasing accuracy, (ii) decreasing accuracy, and (iii) fluctuating accuracy. While the other
baselines directly predict the accuracy, DAPPER predicts relative accuracy change. We added the true accuracy at
epoch zero to the estimated accuracy by DAPPER for better visualization.

The estimated performance by SrcLabel generally decreased as training proceeded, regardless of whether the
actual performance improved or not. This means validation with hold-out source data could not be applied to
unseen targets due to domain shifts. Thus, the estimated performance decreased as the model adapted to the
target data. SoftmaxScore often showed high estimated accuracy in the decreasing case as the model became
overconfident for misclassifications due to the incorrect calibration [22]. The estimations by DIR and EnsRM were
noisy as they require updating the check model(s) for every adaptation epoch. Since the learned representations
change as the training continues, the estimations fluctuate accordingly. In addition, the estimated accuracy by
DIR and EnsRM was generally lower than the other algorithms, indicating that the disagreement between the
target model and the check model(s) was higher than it should be, probably due to the low accuracy of the check
model(s).
DAPPER predicted accuracy better than other baselines in general. As DAPPER relies on the target data

to estimate the performance, it does not have the domain shift issue of SrcLabel mentioned above. Moreover,
DAPPER uses a pre-trained estimator for performance estimation and does not incur noisy estimations as DIR
and EnsRM.

5.3 Ablation Study
We conducted ablative experiments on DAPPER to analyze the effectiveness of our design choices in training
DAPPER (§3.4.2). Table 3 is the result. We first inspected the effect of the feature modalities used in training
DAPPER. We sequentially added features, global diversity (GD), individual uncertainty (IU), and prediction
distribution (PD), and compared the average similarity values. As our suggested features were added, the average
similarity became higher in general. This shows the effectiveness of our features for training the estimator.
Second, we compared the effectiveness of using both the original features (Feat) and the difference of them (∆Feat)
for performance estimation. We observe that using both the original and the difference features significantly
improved the similarity further than using only one of them. This attests the importance of considering both
the original value of the features and the difference of them from the previous epoch for accurate performance
estimation. Finally, we compared our LSTM architecture with a simple multi-layer perceptron (MLP) architecture
to understand the effectiveness of LSTM. Specifically, we used a two-layer MLP with a hidden dimension of 20
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Table 4. Average similarities (%) of the baselines and DAPPER under two cross-dataset adaptation scenarios (from ICHAR to
HHAR and from HHAR to ICHAR). Bold type numbers indicate those of the highest average similarity.

Method ICHAR → HHAR HHAR → ICHAR Avg.
D1 D2 D3 D4 D5 D6 D1 D2 D3

Adaptation algorithm: Fine-tuning
TgtLabel 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
FixedEpoch N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
SrcLabel 73.2 75.3 59.4 51.3 66.2 62.4 69.2 63.1 74.4 66.1
SoftmaxScore 81.1 84.7 91.3 89.7 86.1 89.8 80.0 86.2 85.4 86.0
DIR 52.5 58.7 55.7 50.3 50.1 53.4 60.5 31.8 58.2 52.4
EnsRM 50.8 53.8 41.2 39.6 47.8 47.5 58.1 45.7 53.0 48.6
DAPPER (ours) 91.7 95.3 89.5 92.6 87.4 90.5 95.0 65.6 86.3 88.2

Adaptation algorithm: DANN
TgtLabel 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
FixedEpoch N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
SrcLabel 83.2 77.4 64.0 65.4 59.2 52.6 48.8 43.0 61.3 61.6
SoftmaxScore 87.6 81.6 67.2 72.7 69.1 62.7 47.1 51.7 67.4 67.5
DIR 69.4 69.4 90.0 77.7 83.1 90.7 73.2 77.5 86.2 79.7
EnsRM 52.4 54.9 67.9 64.9 75.3 79.8 85.6 82.0 79.6 71.4
DAPPER (ours) 73.1 91.5 75.7 59.6 87.9 85.6 93.6 78.5 95.4 82.3

Adaptation algorithm: CDAN
TgtLabel 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
FixedEpoch N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
SrcLabel 83.5 79.0 68.3 64.2 56.2 65.4 50.2 56.1 66.0 65.4
SoftmaxScore 71.1 68.1 55.3 53.9 46.8 55.1 36.8 45.0 55.8 54.2
DIR 67.1 67.2 78.5 90.0 87.8 85.6 76.9 74.6 91.0 79.8
EnsRM 53.0 56.1 68.5 67.9 84.1 69.3 95.4 79.7 75.7 72.2
DAPPER (ours) 74.5 91.2 87.3 66.2 87.4 89.2 95.3 67.9 97.3 84.0

Adaptation algorithm: SHOT
TgtLabel 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
FixedEpoch N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
SrcLabel 91.7 74.5 59.4 59.8 60.5 47.7 49.1 43.8 64.7 61.2
SoftmaxScore 91.8 79.0 59.7 66.2 67.1 58.0 35.9 32.6 54.7 60.6
DIR 49.2 66.8 86.1 85.9 91.2 91.2 74.9 80.1 91.1 79.6
EnsRM 39.3 55.1 71.7 69.2 72.6 86.4 94.9 85.9 73.6 72.1
DAPPER (ours) 72.8 93.2 71.2 78.1 85.2 87.6 95.3 73.1 96.6 83.7

and a ReLU activation, which is the same architecture used in our estimator, excluding the LSTM part. We found
that leveraging LSTM shows more accurate predictions than MLP, demonstrating the effectiveness of utilizing
sequential modeling in performance estimation.

5.4 Cross-dataset Adaptation
Cross-dataset adaptation is challenging but beneficial as it utilizes well-established existing data for a new related
task. It has been investigated in mobile sensing scenarios such as human activity recognition [58]. We evaluate
DAPPER under this challenging setting to further understand the estimated accuracy and possible limitations of
DAPPER under such a setting. Specifically, we selected the five common classes between HHAR and ICHAR
datasets (sit, stand, walk, stairs up, and stairs down). We consider two scenarios: adaptation from HHAR to
ICHAR and adaptation from ICHAR to HHAR. We use the same source and target domains used in the previous
experiment in Table 2.
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(a) Case 1: Increasing accuracy.
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(b) Case 2: Decreasing accuracy.
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(c) Case 3: Fluctuating accuracy.

Fig. 8. Qualitative analysis for two cross-dataset adaptation scenarios (from ICHAR to HHAR and from HHAR to ICHAR)
with three categories: (a) increasing accuracy, (b) decreasing accuracy, and (c) fluctuating accuracy.
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Fig. 9. Result with imbalanced target validation data.

Table 4 shows the result and Figure 8 illustrates the qualitative analysis. The result shows that the overall
similarities decreased compared with the within-dataset experiments. This might be attributed to more significant
domain gaps, demonstrating the fundamental difficulty of the task. Still, the trend is similar to the previous
within-dataset experiments, and DAPPER overall shows better performances than the other baselines.

5.5 Impact of Validation Data Distribution
For the other experiments, we used 500 randomly sampled validation data, which naturally follows the target data
distribution. In practice, however, it is possible for target validation data to be imbalanced. Taking human activity
recognition for instance, one could stay home during sick leaves, which would contain more static activities
(sleeping, sitting, etc.) than dynamic activities. In this case, performance estimation would be conducted under
skewed validation data. We investigated how resilient DAPPER is on such an imbalanced distribution of target
validation data. Specifically, for each dataset, we randomly selected half of the classes and dropped 20%, 40%, 60%,
and 80% out of the 500 samples for the selected classes. The number of samples used for validation decreased
accordingly.

Figure 9 shows the results with different distributions of the validation data in the fine-tuning scenario (similar
trends were found in other adaptation algorithms). Here, we set the TgtLabel with balanced data (0%) as the oracle
and calculated the average similarity with respect to the oracle. Note that TgtLabel is also affected by the target
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(a) Testbed setup.
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(b) Result of the computational overhead measurement.

Fig. 10. On-device computational overhead measurement with three off-the-shelf smartphones (Pixel 5, Pixel 2, and Nexus
5). The y-axis in the result (b) is in the logarithm scale.

data distribution; even if we use the labeled target data, the estimation becomes gradually inaccurate as data
distribution becomes imbalanced. To some extent of imbalance, DAPPER showed relatively stable performance.
Interestingly, we found that the average similarity degradation in DAPPER from 0% to 80% drop (5.9%) was lower
than that of the oracle, TgtLabel (7.6%). We conjecture that this robustness was attributed to the diverse simulated
adaptation data (10k) used to train DAPPER. We note that the similarity in DIR deteriorated more with higher
drop rates than that of EnsRM. We believe EnsRM is more robust to the dataset distribution owing to its ensemble
models.

5.6 On-Device Computational Overhead
On-device deep learning has been increasingly important owing to its advantages over central training. A

variety of private information, such as location, health states, emotions, and identifiable information, could be
inferred by leaking personal sensing data [33, 77], which could be protected via on-device training. Additionally,
on-device training can save communication bandwidth and cloud management cost [12, 92]. We inspect the
computational overhead of DAPPER and the baselines in terms of on-device training and inference.

We implemented the adaptation methods, the performance validation baselines, and DAPPER with the Mobile
Neural Network (MNN) framework by Alibaba [28]. MNN supports both training and inference and achieves
state-of-the-art performance with optimized assembly code. We included adaptation methods (Fine-tuning, DANN,
CDAN, and SHOT) to compare the adaption time of those algorithms with the computation time of performance
validation. FixedEpoch was excluded as it does not have additional computation. SrcLabel and SoftmaxScore were
excluded as they had almost the same computation as TgtLabel. We used three commodity smartphones (Google
Pixel 5, Google Pixel 2, and LG Nexus 5) for this experiment. We reproduced the experiment with the HHAR
dataset under those mobile devices to measure the computational overhead. Both training and inference were
made through the CPU with four threads. We set the number of source and target data used for each method as
500 to isolate the impact of the number of data from the algorithmic overhead. The overall trend was kept similar
with different numbers of data. For each case, we measured the computational overhead 20 times and reported
the average and standard deviation.
Figure 10 shows that the computational overhead of the state-of-the-art baselines (DIR and EnsRM) was

much larger than that of DAPPER (180∼396× larger) and even larger than the adaptation algorithms. Their
computational bottleneck was updating the check model(s) for every adapted model. This suggests that regardless
of the estimation accuracy, requiring extra training by the user could harm the user experience with heavy
computations. TgtLabel and DAPPER showed almost identical computation time, as the primary computational
overhead is from forwarding the validation samples to the target model. The computational difference between
TgtLabel and DAPPER is from DAPPER requiring (i) the calculation of the features (GD, IU, and PD) and (ii)
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additional forward-pass in the estimation network. The calculation of the features took only 0.6∼2.1 ms and
additional forwarding took only 0.7∼3.6 ms, depending on the device. Compared with the forward-pass in the
target model (613∼3081 ms), additional overhead by DAPPER was negligible, which took only around 0.2% of the
total computation in estimation. In summary, not only DAPPER accurately estimates the performance, but it also
generates affordable computation overhead similar to TgtLabel.

6 RELATED WORK
We summarize existing studies that utilize unlabeled data to validate performance. Several schemes utilize
unlabeled data for performance estimation but require assumptions that might not hold in mobile sensing
scenarios. Limberg et al. [39] estimated the accuracy of four shallow machine learning classifiers, such as
k-Nearest Neighbors, with a semi-supervised approach for robot object recognition tasks. However, it was
experimentally shown that it worked well only when the training and test conditions were the same, which
might not be applicable in heterogeneous mobile sensing. Platonis et al. [56] estimated accuracy with unlabeled
data by the agreement of multiple boolean functions. Their subsequent work [57] improved estimation accuracy
given logical constraints among classes. However, both studies were limited to binary classifiers and might be
difficult to extend to general multi-class classifiers. Steinhardt et al. [69] estimated unsupervised risk (error) with
unlabeled data by assuming three conditionally independent views of a sample are available, which limits the
practicality of its approach.

Recent studies utilized deep learning to estimate the performance under domain shifts [8, 9, 86]. Deep Embedded
Validation (DEV) [86] proposed a model selection method by estimating the ratio between the source and the
target density (i.e., density ratio). Specifically, DEV predicts the target risk by training a domain discriminator
from the unlabeled target data and estimating the density ratio. A recent work utilizing Domain-Invariant
Representations (DIR) [9] estimates performance under domain shift. DIR estimates the performance of a target
model by comparing it with a “check model.” Ensemble via Representation Matching (EnsRM) [8] is the state-
of-the-art performance estimation algorithm. Similar to DIR, EnsRM pre-trains a check model. EnsRM further
improves the estimation accuracy over DIR using an ensemble of check models. All these algorithms assume
that their domain discriminator and check models are accurate, which might not hold in mobile sensing due to
a variety of factors affecting performance as explained in §2. Note that they require heavy computations after
deployment for training the domain discriminator and the check model(s). As DEV focuses on the model selection
and does not provide a comparable performance metric, we compared DAPPER with DIR and EnsRM in our
experiments.

7 DISCUSSION

7.1 Implications to Mobile Sensing
Previous research on the domain shift problem in mobile sensing [6, 15, 21, 30, 80, 94] has focused on improving
the accuracy of DA algorithms. Our work disclosed the pitfall of DA in mobile sensing caused by various factors
that often lead to performance degradation or unnecessary computational overhead. This phenomenon motivated
our research of performance estimation by leveraging only unlabeled data that are naturally obtained in mobile
sensing applications. This performance estimation framework would be beneficial to design quantitatively
efficient DA systems in mobile sensing by selecting better models while reducing computational costs.

Furthermore, this study opens up a new direction for human-AI interaction in mobile sensing DA. Under the
existing DA frameworks, users have to blindly use mobile sensing applications without knowing how well it
operates. Demonstrating the model’s performance can be seen as a way of interaction between AI and users, and
it is known to improve user trust in AI systems [35, 85, 87]. This would facilitate involving users in the loop of
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personalizing AI, making better models for themselves. We believe that providing performance is key to enabling
a human-AI interaction toward overcoming the domain shift problem in mobile sensing.

7.2 Model Calibration
In order to treat uncertain samples, model calibration [22] aims to make a model produce probability estimates
representative of the true correctness likelihood for a given sample. Our objective differs from model calibration
in that we estimate the accuracy of the adapted model under domain shift given a number of unlabeled data. One
might argue that model calibration could be utilized for our scenario, but we instead take a learning-based approach
due to the following limitations of model calibration. First, recent studies found that model calibration significantly
deteriorates under domain shift [23, 53]. Second, model calibration methods often generate undesirable accuracy
degradation [22] or computational overhead [16]. Third, calibrated models still have errors while uncalibrated
models show a reasonable correlation with the true likelihood [22]. Lastly, while designing our method, we
conducted a preliminary experiment with a widely-used model calibration method, temperature scaling [22],
to understand its effectiveness in our scenario. We found that it was not very effective, and the case without
calibration (i.e., when the temperature was equal to one) on average showed the best correlation with accuracy.

7.3 Limitations and Extensions
7.3.1 Training and Validation Data Split. In our experiments, we used 500 validation data for performance
estimation. While we focused on performance estimation with unlabeled data, the ratio between training and
validation data could be an important decision, especially for real deployments. For instance, given 1,000 unlabeled
data collected from a target user, the ratio between the number of training and validation samples could affect
both the model’s accuracy and the estimation accuracy. Furthermore, when only a few labeled data instances
are available, utilizing some of them along with unlabeled data could improve performance estimation. Note
that there is a trade-off in selecting the ratio between the training data and validation data; a larger number of
training data would result in better adaptation, while a larger number of validation data would provide better
estimation, as shown in §5.5. This is a similar discussion to the efficient training/validation data split in machine
learning [61, 84], and their valuable findings could provide insights into our scenario.

7.3.2 Handling Continuous Data Stream. We focused on predicting the performance within a single adaptation
episode given a set of train/validation data. However, for the continuous sensor data streams from the target
users, it might involve multiple adaptations as data arrive. We argue that performance validation becomes even
more important in such scenarios due to continuous domain shifts that might cause performance drift over time.
We believe our insights and findings could be applicable to the continuous data stream case. However, issues that
need to be addressed remain, such as how to manage distribution shifts as time passes, how much data can be
kept, what data should be discarded, etc. We leave this direction as future work.

8 CONCLUSION
We investigated the uncertainty of domain adaptation performance in mobile sensing and the importance of
performance validation. As a solution, we proposed DAPPER, a performance estimation framework that utilizes
only unlabeled data from a target domain. As unlabeled data are collected naturally in mobile sensing, it does not
require additional manual user effort for labeling. Our evaluation with four real-world sensing datasets showed
that DAPPER is the most accurate performance estimator compared to the baselines. In addition, our on-device
computation analysis showed that DAPPER reduced the computational overhead up to 396× compared with
the existing training-based estimation. We believe our study discloses an important problem of performance
estimation in mobile sensing domain adaptation and proposes a promising solution that takes a meaningful stride
toward overcoming the performance dynamics in mobile sensing.
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