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ABSTRACT
Distributed machine learning approaches, including a broad class of federated learning techniques, present a number of benefits when deploying machine learning applications over widely distributed infrastructures. To realize the expected benefits, however, introduces substantial operational challenges due to required application and configuration-level changes related to deployment-specific details. Such complexities can be greatly reduced by introducing higher-level abstractions – role and channel – using which federated learning applications are described as Topology Abstraction Graphs (TAGs). TAGs decouple the ML application logic from the underlying deployment details, making it possible to specialize the application deployment, thus reducing development effort and paving the way for improved automation and tuning. We present Flame, the first system that supports these abstractions, and demonstrate its benefits for several use cases.

1 INTRODUCTION
The proliferation of sensors and connected devices such as mobile devices, wearables, and vehicles has resulted in generation of massive amounts of data. In order to quickly and accurately analyze such extraordinarily large and complex data sets to make data-driven decisions companies have started relying on machine learning techniques. There exist a number of machine learning use cases such as recommendation services [24]; cyber-security breach detection [7]; predictive maintenance and condition monitoring in manufacturing [52]; disease identification in healthcare and life sciences [15] and risk analysis in financial services [28].

Traditional machine learning approaches require collecting all data together in one place, such as a cloud data center. However, with data sources spread geographically, the network becomes the bottleneck. Additionally, user-privacy laws, such as GDPR [40], have resulted in shift towards a federated learning (FL) approach where many clients collectively train a shared model under the orchestration of a central server, also called aggregator. Instead of sending the raw data to a centralized server, each client uses the data to train their local model, summarizes the changes as a model update and shares it with the aggregator, where updates from all the clients are combined to improve the shared model.

Despite FL’s increasing importance, operationalizing it in production is still challenging. While significant focus has been on FL algorithms and theories, less was given to holistic FL system designs. Towards a holistic FL system, we focus on federated learning operations (FLOps) that are essential to running FL jobs and managing any FL system. FLOps involve support for geo-distributed, heterogeneous environments such as mobile edge computing (MEC) infrastructure, cloud and edge devices. Each environment’s characteristics and constraints therefore entail different tasks in FLOps. In many use cases, a data source is normally different from a compute for training. Similarly, a data owner is unlikely to be a compute cluster admin. These aspects make FLOps more challenging than machine learning operations (MLOps) for centralized learning. Consolidating compute and data management into a centralized facility such as cloud greatly reduces the overheads of MLOps with help of managed services such as AWS Sagemaker, Azure ML and Vertex AI. However, such consolidation is infeasible in FLOps.

At the core of the limitations of existing systems is their lack of support for FL-specific deployment customizations or for the inherent diversity and heterogeneity required for efficient operation of distributed services across federated or disaggregated nodes. In response, we present Flame, a new system that enables fine-grained specialization of distributed FL services around the specifics of a deployment context.

A number of challenges contribute to the need for a system such as Flame. A classical FL approach adopts a rather simplistic client-server architecture whereby an aggregator (parameter server) builds a global model by combining model updates from training workers (clients). However, not all scenarios fit into this conventional architecture. Indeed, FL has been a fast-evolving technology and numerous variants [5, 17, 19, 22, 34, 35] have been proposed. Besides accuracy, these are proposed for different performance objectives such as scalability, convergence, training costs, and so on. Moreover, the designs are also influenced by factors like operation scales and use cases. Hence, the system architectures are quite different. Some approaches introduce system components like selectors and coordinators as separate runtime entities [5, 22]; and others introduce edge aggregators [34, 35], enable peer-to-peer collaboration [9, 10], or take a hybrid approach of combining distributed learning and federated learning [17]. As a result, one size (i.e., client-server architecture) doesn’t fit all.

Along with the choice among different architectures and their corresponding deployment topologies, the deployment heterogeneity requires FL systems to support different communication backends†. For instance, a globally visible message queue service is necessary if all workers (aggregator and trainers) cannot easily reach each other, have no fixed IP address or are behind firewall or within private networks. In such a case, a communication backend
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They refer to software components that implement protocols for distributed machine learning. Calling a protocol a communication backend implies the backend implementation with the protocol.
such as MQTT is needed. In a hybrid architecture [17], that combines learning with a centralized aggregator among trainers within a tightly coupled cluster, and distributed learning across clusters, MPI or point-to-point (P2P) backends are more appropriate within a cluster. However, MQTT can still be a viable option for sharing model updates across clusters or with a top-level global aggregator.

Managing distributed data and compute is yet another key FLOps task and the most neglected. In FL, datasets should be available at compute nodes that comply with security and privacy policies. Since a machine learning engineer who wishes to deploy an FL job has neither visibility into participants’ compute infrastructures nor control over them, it is typically up to participants to bring compute and datasets together. This coupling can limit when and where FL can be used; instead a system should allow that infrastructure and datasets can be independently registered, and later used by participants to created shared global models.

To support FLOps effectively, an FL system needs to be flexible and easily extensible; at the same time, it should be able to decouple the management of learning logic, compute and data. The flexibility is provided by many existing solutions, but the latter requirements are not fully met. Current frameworks such as FedScale [25], Flower [4] and PySyft [48] provide low level APIs which make them flexible. However, they cannot be easily extended to support different deployment scenarios such as hierarchical and hybrid FL, as they lack abstraction suitable for expressing those scenarios.

A recent effort, FedML [21], offers client-server architecture-based abstraction to improve extensibility. This abstraction provides improved expressiveness compared to other frameworks and enables a few templatized deployments. However, it quickly becomes difficult to support scenarios where FL components don’t fit as either client or server. A canonical example is architectures in [5, 22] where there exist diverse interactions among aggregator, selector and coordinator; classifying them as either client or server gets complicated. Therefore, extending and evolving the deployment scenarios supported by FedML demands intrusive changes in its codebase, and poses limitations to the flexibility supported by the framework.

To overcome the limitations of current systems and to enable support for FLOps, Flame introduces a new abstraction called the Topology Abstraction Graph (TAG). This abstraction enables explicit customization of individual components in the system and supports heterogeneity and hybrid designs without requiring modifications to the core system components. The higher level TAG abstraction allows for flexible expression of how these components combine and how they are deployed. Flame also provides thin integration interfaces that allow for integration with compute infrastructure and dataset providers, enabling support for different resource orchestrators and heterogeneous deployment platforms. This allows Flame to decouple compute and data management such that a pool of compute resources can be registered independently of data registration, and data can be linked to the pool instead of a single static compute. The actual coupling of compute and data occurs at deployment time.

The modular design of Flame allows participants to express their deployment in a compact TAG representation, provide the machine learning code for the respective roles and select a communication backend. Flame then expands the TAG to map its physical deployment, using information about the properties of the registered nodes and available datasets in the system. The abstract representation supported by Flame allows the users to update their topology by merely updating the TAG graph and providing definitions for any new roles or channel protocols, without modifications to the core library (§6.1). In §6.2, we demonstrate the benefits of Flame’s flexibility. As presented in Table 7 in the appendix, Flame’s flexibility and extensibility offer a variety of topologies and mechanisms. Therefore, users can easily switch from one mechanism/topology to another (§6.3). We release Flame as an open source project\(^2\), which can facilitate the development of new FL methodologies.

## 2 BACKGROUND AND MOTIVATION

### 2.1 Federated Learning

Federated learning [36] has recently emerged as a compelling machine learning practice for preserving privacy and meeting data sovereignty. It builds a global model by aggregating model weights at a central location shared from many clients. In FL, clients train a local model while keeping their dataset local. A typical FL job goes over multiple rounds, each of which consists of three broad steps: global model distribution, local training and model aggregation.

There exist many variants of federated learning. Some focus on algorithms [30, 31, 36, 37, 45] for improving fairness, accuracy and convergence performance. Others propose to select clients intelligently [26, 38] or to carefully sample a client’s dataset [50] for faster convergence. All of these assume the classical federated learning setting where all clients talk to an aggregation server. In contrast, approaches like hierarchical FL [34, 35], hybrid FL [17] and peer-to-peer FL [27] propose different topologies, and thus entail system architectures and communication patterns different from those of the classical FL.

The notion about FL is in-situ training whereby training is done on the device that data is generated. Gboard (a virtual keyboard on Android phone) which recommends keywords that user may type on the keyboard [18, 53] is a go-to example of FL. However, one should note that FL is also widely used by companies with geo-distributed data that cannot be moved to a centralized location because of data privacy laws or network bottleneck. Thus, the requirements for FL job creation and deployment changes in these settings when compared to Gboard use case. In fact, in many cases FL is rather off-site training than in-situ training because datasets can’t be readily available for training at a target machine. In such cases, FL relies on separate compute resources where datasets need to be available at those compute resources.

### 2.2 Federated Learning Operations

We start off our discussion by introducing MLOps briefly. MLOps take place in a central facility such as cloud or on-prem datacenters. Therefore, MLOps are tailored to leverage services or tools available in those infrastructures. At a high level, MLOps can be divided into three phases: (i) data engineering that includes sequence of operations on raw data to curate datasets; (ii) ML model engineering responsible for writing and executing learning algorithms to obtain
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We present some of them in Figure 1. Applying distributed learning with coordinator.

Figure 1: Topologies that can be used in federated learning: (a) distributed, (b) classical FL, (c) hierarchical, (d) hierarchical with replicas and coordinator, and (e) hybrid. ⋄ training node, ⋄ aggregation node, ⋄ global aggregation node, and ⋄ coordinator. In (d), dotted lines are to tell connections between training nodes and aggregation nodes from those with coordinator.

FLOps can benefit from some of the MLOps practices. For example, MLOps’s deployment practice can be applicable for FLOps as a model trained through FL can be plugged into a cloud-based deployment pipeline easily. However, there also exist stark differences between FLOps and MLOps. In FL, training takes place in a geo-distributed manner where participants are not co-located physically. Hence, conducting data engineering uniformly is hard as training data may be stored across independent entities. Moreover, model engineering too is conducted across heterogeneous settings (e.g., mobile phones, healthcare use cases, mobile edge computing (MEC) setting, cross-VPC (Virtual Private Cloud) setting in cloud [44], and so on). The heterogeneity makes in-situ training hard too as a machine that generates data may not be one that trains a local model in these different settings.

The heterogeneity indeed led to the development of many variants of federated learning as discussed in §2.1, which makes FLOps more challenging. Our analysis on these approaches suggests that a diverse set of topologies should be supported as part of FLOps. We present some of them in Figure 1. Applying distributed learning mechanisms (e.g., all-to-all, all-reduce, scatter-gather) with a distributed topology shown in Figure 1a can be more effective for cloud-based FL [44] where VPC peering enables high-speed links among participants. On the other hand, classical FL topology shown in Figure 1b may be a reasonable option for mobile phone, healthcare or personalized recommendation use cases. In contrast, Figure 1c depicts a hierarchical topology that may be useful in the MEC environment where training nodes are distributed across different mobile stations which exhibit bandwidth fluctuations. The client selection process can be separated out of a global aggregation node as a coordinator so that the coordinator can be placed closer to training and intermediate aggregation nodes to lower communication overheads. For such a purpose, a variant of the hierarchical topology is a viable option (Figure 1d). Finally, hybrid topology shown in Figure 1e can be desirable in cloud-based FL cases where VPC peering with some participants is disallowed due to security policy or participants are co-located across several regions in a single cloud or several vendors’ clouds. These are just a few examples, and FLOps may need to support many different topologies and their associated mechanisms as FL environments and technology evolve.

The fact that FL is not in-situ training, requires distributed compute and dataset management, which adds more complexity. This is especially daunting as neither compute nor datasets may be under the control of a model developer, and compute admins may be different from data owners. A common yet inefficient practice is to let data owner who wishes to participate in an FL job bring her own compute along with her data, imposing additional delays and limitations.

2.3 Current Ecosystem

To create a machine learning system, libraries/frameworks such as PyTorch, TensorFlow and Keras, provide APIs and low level support for a wide range of models, with focus on speed and optimization. However, creating and deploying such models in geo-distributed settings requires support from resource orchestrators, model registry to store model snapshots and integration with monitoring tools. Alternatively, platforms such as Ray, Amazon Sage Maker, Azure, Vertex AI, integrate such supporting tools around which a system can be developed. Although such platforms are helpful, their goal is to provide a service that focuses on the main phases in the MLOps cycle, and their tight coupling with internal services [11] and APIs does not allow them offer the flexibility and modular support needed for FLOps operations.

FedML [21] is a recent framework aims to support easy development of FL-based ML models. Its API and client-server based abstraction provide the flexibility that allows development of new scenarios, thereby assisting few requirements of FLOps. However, the client-server abstraction is not enough to make FedML easily extensible. In FedML, a node is either client or server. Consider the topology shown in Figure 1c designed for hierarchical FL. While training node and global aggregation node fit well with the client-server abstraction, intermediate aggregators don’t, because they act as both client as well as server depending on which component they interact with. In order to handle this dilemma, FedML introduces a concept called rank and, based on the rank’s value, implements different behaviors in its client codebase. While this enables support for hierarchical FL, it is unfortunately a stop gap. In hierarchical FL with a separate coordinator (Figure 1d), the rank value can’t help because it is unclear which value to assign to rank.

Moreover, while topologies for classical FL (Figure 1b) and hybrid FL (Figure 1e) look similar, behaviors of training and aggregation nodes are dissimilar even though trainers in both topologies are classified as client. Hence, classifying a role as client or server is too coarse to support emerging and diverse FL scenarios. This limitation can require intrusive source code changes in the core codebase. There are other frameworks such as FedScale [25], Flower [4] and PySft [48], all of which follow the same client-server architecture or two-tier topology, and share the same shortcomings of FedML in terms of extensibility.

Summary. Similar to DevOps tasks, new use cases and requirements will arise in FLOps as federated learning techniques evolve. Thus, well-defined and finer abstraction boundaries are required
to help express the needs of a federated learning environment. But it is difficult to enforce such abstraction boundaries in the existing frameworks, as their intended goal is to provide support for MLOps, and are thus too rigid to incorporate the constantly changing requirements for a federated learning system. Alternatively, a clean-slate approach and redesign from the ground up to provide flexibility can help. The consequent investment of engineering effort is one that can dramatically reduce ongoing costs and speed further innovation. Thus, there is a need for a system like Flame, that can provide better abstractions for federated settings, while allowing integration with the existing tools.

3 FLAME

Goal. Flame is designed with the goal to provide fine grain abstraction for composability and extensibility for federated learning tasks, thus providing support for FLOp tasks. One way to achieve this is for developers to design a modular system or general purpose solutions using different software packages. This often results in glue code or pipeline jungles, that can inhibit improvements [49]. Additionally, over time not only the requirements for learning job change, but with such a fast developing field new techniques such as models and algorithms are introduced to improve accuracy, convergence rate and reduce communication cost. To adapt to such changes, the system should be able to provide building blocks that can support quick introduction and testing of new models and algorithms, and allow support for various deployment strategies (topologies), such as moving from classical to complex hybrid federated learning approaches. It should also provide fine grain control over communication backend for data movement in different parts of the system.

Overview. The design of Flame enables these decoupling through Topology Abstraction Graph (TAG). It employs a graph-based representation that maps the expanded physical topology to a condensed logical TAG. Behavior of each node in the TAG is specified with a role abstraction, and roles are interconnected via a channel primitive. Using a graph-based representation, over a client-server architecture, provides expressiveness and extensibility benefits: (i) expressing the responsibility of any component as independent roles; (ii) breaking the components into individual roles provides us with automatic fine-grain abstraction for communication backend between the roles which can be easily switched without impacting the machine learning logic and; (iii) all topologies can be expressed as a graph and TAG is abstract representation of physical expanded deployment.

Finally, the Flame management plane offers support to integrate with different and/or independent orchestrators and resource managers. When expanding a TAG into a concrete physical instantiation, Flame relies on the metadata about the infrastructure resources, in the form of various attributes that describe the properties or access constraints of individual components. This allows Flame to coordinate the application deployment with consideration of the requirements of the various stakeholders in the distributed FL systems – application and infrastructure (compute and dataset) providers. Thus, providing an enhanced collaborative environment where Flame participants can focus on FL job and the system takes care of the operational steps in the FL process, paving the way toward automation for FLOps.

4 DESIGN

In this section, we introduce the design of Flame. First, we explain a key concept called Topology Abstraction Graph (TAG) in §4.1. Next, we discuss how a TAG is expanded into a real topology for deployment (§4.2). We then describe resource annotation that is essential to drive actual deployment of a real topology (§4.3). Finally, we discuss Flame’s two programming models that can aid fast development of a distributed ML job and easy extension of existing FL methodologies (§4.4).

4.1 Topology Abstraction Graph

A central abstraction in Flame is Topology Abstraction Graph (TAG). It represents a simple logical graph, which allows users to express a training workload declaratively for any machine learning job. It comprises of two basic building blocks: role and channel. A role is a vertex and serves as an abstraction for worker while a channel is an undirected edge between a pair of roles and acts an abstraction for communication backends. TAG’s schema is visually represented as illustrated in Figure 2a and different learning topologies can be represented using a TAG as shown in Figures 2b-2e. Below we discuss role and channel in detail. To aid understanding of the discussion, a concrete example of a TAG is presented in Figure 3a.

Role. An executable worker unit carrying out a specific task in a machine learning job is defined as a role. Depending on the topology, the task and behavior of a role can vary. For instance, a training worker in FL uses data to build a local model and sends model updates to an aggregation worker, which combines them to create a global model. In hierarchical FL, the aggregator may forward the aggregated model to a global aggregation worker. By exploiting the the uniqueness of the tasks associated with these workers, Flame is able to abstract their behavior in the learning process and assign them roles. This forms the foundation of Flame’s flexible and adaptable system. These roles are associated with programs that are defined at the job composition stage. The programs are made up of a set of functions such as train, evaluate, load data, and get/distribute model updates, based on the role’s responsibility. The program also contains information about the functions execution, as described in Section 4.4.

The flexible binding between role and program allows Flame to be extensible and support different mechanisms under different topologies. Additionally, role has three attributes: replica, isDataConsumer and groupAssociation. A TAG is expanded into its physical...
The TAG only specifies the roles and channels, but not the association of datasets with these roles. To allow for flexibility in dataset association, Flame requires users to provide a dataset specification. Additionally, users may need to group datasets to form clusters, as in hierarchical federated learning (H-FL). To enable dataset grouping, Flame provides `datasetGroups` attribute that enables developers to combine different datasets into a single learning group. For instance, in Figure 3a, the user has formed two dataset groups (“west” and “east”), each comprising two distinct datasets (A, B) and (C, D), respectively.

Algorithm 1 shows the TAG expansion pseudocode. The algorithm expands the abstract representation into a physical deployment topology by creating workers based on the specifications in roles and using channel information for validation.

The top-level function, `Expand`, walks through roles (line 6) and calls `BuildWorkers()` for each role. Then, the `BuildWorkers()` function creates the worker configuration. The specification for each worker configuration includes the number of workers for each role, the group to which the role belongs, and the channel information for each role. Additionally, users may choose to keep their datasets across different regions of the same provider’s cloud. In such cases, co-location of datasets naturally leads to co-location of trainers; and using one type of backend may result in inefficiency (e.g., MQTT traffic over WAN via a broker), increased complexity (e.g., multi-broker setting for MQTT or complex configuration updates for firewall, ACL and reverse proxy in case of non-broker communication protocol such as gRPC) or both. By allowing per-channel backend, these limitations can be mitigated. We show this attribute’s efficacy in §6.2.
Algorithm 1: TAG expansion

1. Function Expand(J):
   - // J: job specification
   - \( W \leftarrow \phi \) // \( W \): a total list of workers
   - if PreCheck(J) is false then
     - return \( \phi \)
   - \( R \leftarrow \) GetRoles(J) // \( R \): roles
   - for \( r \in R \) do
     - \( X \leftarrow \) BuildWorkers(r, J)
     - \( W \leftarrow W \cup X \)
   - if PostCheck(W, J) is false then
     - return \( \phi \)
   - return W

2. Function BuildWorkers(r, J):
   - \( W \leftarrow \phi \)
   - if \( r \) is a data consumer then
     - \( G \leftarrow \) GetGroupsOfDataSets(r, J)
     - for \( g \in G \) do
       - \( D \leftarrow \) GetDataSets(g)
       - for \( d \in D \) do
         - \( m \leftarrow \) GetComputeId(d)
         - \( a \leftarrow \) GetGroupAssocByGroupName(r, g)
         - \( w \leftarrow \) CreateWorkerConfig(r, m, a)
         - \( W \leftarrow W \cup \{w\} \)
     - else
       - \( GA \leftarrow \) GetGroupAssociations(r)
       - for \( a \in GA \) do
         - \( c \leftarrow \) GetReplicaNum(r)
         - for \( i = 0; i < c; i++ \) do
           - \( m \leftarrow \) DecideComputeId(a)
           - \( w \leftarrow \) CreateWorkerConfig(r, m, a)
           - \( W \leftarrow W \cup \{w\} \)
   - return W

role is self-contained. Thus, there is no particular order to iterate roles. If a role is a data consumer, the function iterates on datasets for the role, creating one worker configuration per dataset (lines 15-22) and uses the datasetGroups to determine the group. Otherwise, the function takes groupAssociation values of role \( r \) and creates corresponding worker (lines 24-30). During the expansion, if replica is set for a role (not a data consumer), the algorithm creates copies of the role (line 27). Those copies share the same properties (e.g., channel’s group). For instance, a variant of a hierarchical topology shown in Figure 1d is implemented by using replica. While pre and post checks are used to validate the correctness of TAG and expanded physical deployment respectively.

Example. Figure 3 demonstrates the application of Algorithm 1 to expand the high level TAG for Hierarchical FL (Figure 3a) to a physical deployment topology. To begin, we associate all datasets in the job specification with the trainer (data consumer) role, resulting in one worker per dataset, as shown in Figure 3b. Then we compare the values of datasetGroups and groupAssociation to group the training workers into “west” and “east” groups. The next step is to use replica and groupAssociation associated with the “param-channel” to determine the number of workers required for the aggregator role. By default, replica is set to one, unless explicitly stated. In the example, two aggregation workers are created based on the groupAssociation values. The same process is applied for the top-level role (global aggregator). Since there is only one value (i.e., default) in the groupAssociation attribute, a single worker instance is created (Figure 3d). Thus, completing the TAG expansion.

4.3 Resource Annotation for Deployment

In a machine learning job, resources such as compute and dataset are required but may not be owned by the user deploying their learning tasks. To enable deployment of FL jobs under such situations, Flame allows different resource owners to independently register and annotate their resources, which can then be used as needed by the learning job. This approach effectively decouples the infrastructure dependency from any learning tasks and provides greater flexibility in resource usage.

Compute Access. The majority of current systems assume that compute nodes are managed through a single provider or utilize a single cluster management tool. However, Flame distinguishes itself by providing an integration interface service that supports various resource orchestration managers and allows developers to register their own cluster (§5.1). It’s necessary to capture specific properties for computing clusters, such as geographical boundaries. This information is provided during registration with the realm attribute. For example, certain data can only be accessed in specific regions due to data privacy laws like GDPR [40]. The realm information associated with the compute infrastructure aids the dataset owner in defining the accessibility boundary for their datasets.

Metadata for Dataset. For machine learning training jobs, datasets need to be associated with a configuration for training workers to consume. Flame requires data owners to independently register metadata information with the system, which includes the realm and url of the dataset. The metadata realm attribute helps in defining access restrictions that apply to the dataset. It leverages information from the compute infrastructure to create a logical boundary that defines this accessibility. This design enables compliance with security and privacy policies associated with the dataset, and allows data owners to maintain control over dataset accessibility and deployment while allowing its use by others. It is important to note that Flame only stores metadata information and not the raw dataset. The url points to the dataset’s location and can be extended to support various data access methods.

As part of our design, we deliberately separated the infrastructure from the programming logic to facilitate a more organized approach to managing a federated learning (FL) job. By doing so, users can focus solely on composing their machine learning job, without worrying about the coupling between compute node and dataset. Without this design choice, developers would be unable to complete the composition of an FL job until a data owner makes a dataset available on a compute node. This “human-in-the-loop” model would significantly slow down the composition and deployment of an FL job. Flame, on the other hand, allows for the automatic acquisition of a compute node and access to a dataset, streamlining the process.
Flame provides two programming models: (1) user and (2) developer. The user programming model is for end users who wish to use the out-of-the-box functionalities of Flame to deploy a distributed ML job. This programming model is useful for those whose needs can be met by Flame’s built-in functionalities. The developer programming model is intended for developers who want to extend Flame’s capabilities by allowing for different topologies, roles, and training methodologies. This programming model is essential when the built-in features are not sufficient to fulfill the user’s needs. Therefore, we refer to users or participants as those who mostly rely on the user programming model whereas we denote developers as those who need more than the built-in features.

**User Programming Model.** The role building block of a TAG performs a task only if it is associated with a program. The Flame SDK provides a set of base programs (as Python classes). A user builds a job-specific program by implementing a few core functions (e.g., initialize, train, evaluate, etc). The example shown in Figure 4 illustrates the relationship between programs in the Flame SDK and user-defined ones. A user can build the logic for a given role for standard training methodology by inheriting the pre-defined base classes. The base class implements a basic workflow for a certain role (such as trainer, intermediate, and global aggregator), so the user only needs to implement the core functions directly relevant to their learning job. For instance, for a hierarchical FL (H-FL) topology user can define their custom MNistTrainer as illustrated in Figure 5, by extending the out-of-the-box base class provided the Flame SDK. Interestingly, the implementation for aggregator roles is simpler than that of trainer; user is only required to implement a model architecture since Flame’s core library already provides essential functions such as distribute and aggregate. In case the aggregator roles need to conduct validation test, the user can additionally implement the load_data and evaluate functions.

**Developer Programming Model.** Flame is designed to provide extensibility to support different FL topologies. To achieve this, Flame allows FLOps engineers to extend or create different roles and accommodate other state-of-the-art learning approaches. Internally, each worker executes the functions in the program associated with its role. In Flame, those functions are specified as an execution unit called tasklet⁵. These tasklets are combined together to finish a worker’s task. Inspired by workflow management solutions [1], Flame offers functionality to structure a worker’s task as a collection of tasklets and present it as a workflow. Since an ML job typically consists of repeating tasklets, the workflow-like approach helps to formalize the development process of any machine learning mechanisms, thereby allowing fast development. In order to create a workflow, Flame overrides the ⇒ operator and provides a composer so that various tasklets can be chained together. An additional Loop primitive, allows repeated execution of chained tasklets until an exit condition is met. This methodology provides easy extensibility for a developer to create standalone tasklets such as taking a snapshot of the model or to record various metrics after each step and link them in the workflow, as illustrated in Figure 6.

In addition to its core features, Flame offers a convenient set of API functions through the composer and tasklet modules, which are detailed in Table 1. These APIs enable developers to make surgical modifications to the tasklet chain and to quickly develop new functionalities. With class inheritance, the need to re-chain all the tasklets in the child class is avoided, and only a new tasklet is required for the new functionality. This approach reduces redundant lines of code, avoids core library changes, and reduces the risk of introducing bugs.

Finally, in order to expand Flame’s functionalities, developers may require interaction with channels to exchange new types of

---

⁵It is to imply that the execution unit is small; it’s not one in Linux kernel.
The API server is a front end that exposes a REST API. A CLI tool uses the REST API and allows users to interact with the management plane. It has three primary responsibilities. (i) It processes requests submission/termination of a job, etc. (ii) It performs TAG from users and other system components (e.g., agent and deployer) and interacts with compute cluster managers, such as Kubernetes, for worker deployment, resource expansion into a real topology, and interacts with compute cluster and manages the state via database (MongoDB). (iii) Finally, it monitors the job’s progress and is responsible for events such as worker failure.

**Deployer.** The deployer is an integration interface service, which provides abstraction to integrate different resource orchestration solutions such as Kubernetes, Docker Swarm, Apache Mesos, etc. By implementing the APIs defined in the deployer’s interface, Flame can interact with any resource orchestrator. In each compute cluster, the deployer can generate requests for resource allocation and instance (typically in the form of a container) creation, based on instructions received from the controller.

**Agent.** A learning job in Flame consists of multiple roles executing tasks. Each instance of a role in a cluster includes a thin client called agent. The agent is responsible for managing a lifecycle of a task in a given job by interacting with APIserver. It also prevents any direct interaction of user deployed ML code with the Flame system, thus providing a sandbox environment for the job. During instance initialization, the deployer provides the agent with information related to the job. The agent is then responsible to fetch the ML code associated with the role, the channel configuration and meta information on the dataset, all of which are needed by a worker to carry out a task. Once obtained, the agent starts the training by executing a worker role as a child process. It monitors the worker’s status and regularly informs the controller. When the agent receives a terminate event, it stops the worker process and reports the worker’s status to the APIserver.

**Notifier.** A notification service provides a means for the controller to push event signals to agents and deployers. The notifier enables event-driven management of FLOps. For instance, upon receiving an event, agents and deployers reach out to the APIserver to obtain job related information.

### 5 MANAGEMENT PLANE

The Flame SDK facilitates the composition of machine learning jobs and the implementation of new FL mechanisms. The building blocks of Flame, provided via its SDK, offer new abstractions that enable systematic lifecycle management of those FL jobs, performed by its management plane.

#### 5.1 System Components

The management plane consists of the following system components: APIserver, controller, notifier, deployer, and agent.

**APIserver.** The APIserver is a front end that exposes a REST API. A CLI tool uses the REST API and allows users to interact with the management plane. Through the interface, users and FLOps engineers can operate various functions such as the creation/update of job specifications (topology, machine learning code, etc), submission/termination of a job, etc.

**Controller.** The controller is the core unit in the management plane. It has three primary responsibilities. (i) It processes requests from users and other system components (e.g., agent and deployer) and manages the state via database (MongoDB). (ii) It performs TAG expansion into a real topology, and interacts with compute cluster managers, such as Kubernetes, for worker deployment, resource provisioning and decommissioning, (iii) Finally, it monitors the job’s progress and is responsible for events such as worker failure.

### 5.2 Workflow

In Figure 7 we describe how Flame is used to register the available compute infrastructure and datasets and to deploy a distributed ML job across those resources.
**Compute Registration.** In order to register a compute cluster, the cluster admins are required to integrate the *Deployer* interface service provided by Flame. For instance, Kubernetes (K8s) uses Kubernetes Deployment that coordinates with K8s to create or modify instances of the pods that hold a containerized application. The integration also results in appropriate permission for creating and deleting pods. The system administrator also assigns a name and provides properties associated with the cluster. Once the deployer is up, it uses a REST API call to register the cluster with Flame (step 1). It should be noted that each cluster is owned and managed by its admin who has full control of the resources provided by the cluster that can be used by Flame.

**Job Configuration.** To submit an FL job to Flame, the user needs to provide a job configuration that consists of three main components. It consists of (i) a TAG-based high-level abstract description of the machine learning application, (ii) program logic associated with each role, and (iii) data specification configuration containing metadata information about the datasets, which provides deployment constraints. This information is provided as the input to the Flame through APIserver (step 2).

**Job Deployment.** Upon receiving the job configuration, it is shared with the controller (step 3). The controller records this information in the database (step 3), and expands the TAG configuration to determine where each role should be created, based on the metadata datasetGroups attribute if the role’s isDataConsumer attribute is set (i.e., it is a trainer role) or TAG groupBy and groupAssociation attributes otherwise. The controller then sends a compute creation event to the notification service (step 3) along with the job information. The notification service notifies the corresponding deployers where roles need to be created (step 3). Upon receiving such a request, each deployer creates a compute (e.g., a pod in K8s) that contains an agent (step 3). The agent uses the job id to retrieve the code and task configuration files (step 3). The task configuration file contains role, channel, and dataset access information, which is required by each role to determine its connection with other roles, map the methods to be executed, etc. The agent then starts a worker which executes the FL tasks. Once the task is completed, the agent updates its status by sending a request to the APIserver. The deployers are subsequently notified through a revoke deploy event to de-allocate the resources from the compute clusters. Our system manages FL jobs in a fully automated manner.

### 5.3 Implementation

We have implemented the management plane of Flame in Golang while the programming model is developed using Python. The current implementation supports a diverse range of topologies and algorithms, as shown in Table 7 in the appendix. Flame also provides an emulation platform called *Flame-In-A-Box* (fiab). It is a single machine management plane that leverages minikube, a local Kubernetes cluster. All of the system components are packaged as a Kubernetes application and deployed on minikube. This single box deployment of our system allows FLOps engineers to easily validate their prototypes of new FL mechanisms and algorithms or to conduct small scale experiments. Furthermore, this environment provides all the extensibility and flexibility of Flame in an emulation environment, thereby accelerating research. Moreover, packaging

---

**Figure 8:** TAG for Coordinated FL (H-FL with coordinator). Only additional changes are shown in the figure on top of the configuration shown in Figure 3a. TAG is represented in YAML format. •: global aggregator, ☀: aggregator, ⚫: trainer, and ⚫: coordinator. The expanded form is shown in Figure 1d.

the system components makes the management plane deployment portable, enabling it to be easily deployed in a large K8s cluster.

### 6 EVALUATION

The goal of the evaluation is to demonstrate how well Flame supports the FLOps requirements for being easily extensible, flexible, and that it decouples the management of compute and data from the ML application. We begin by showing how a developer can extend a sample hierarchical FL topology (as shown in Figure 3a) for a complex setting with a coordinator, in §6.1. We then highlight the benefits of communication backend selection with a Hybrid FL use case, emphasizing the flexibility provided by our system in §6.2. Additionally, we showcase the benefits of TAG in transforming from one topology to another in §6.3. We also compare Flame with the state-of-the-art framework in terms of the complexity associated with creating, modifying and deploying FL applications (§6.4). Finally, we present micro-benchmarking results that demonstrate the overhead of one of the system’s primary tasks—TAG expansion.

### 6.1 Extension for New Mechanisms

The *developer programming model* and TAG mechanism of Flame facilitate the extension of topologies and the addition of new mechanisms. An example of topology extension is illustrated in Figure 1d, which shows a Hierarchical Federated Learning (H-FL) topology with a coordinator. In this paper, we refer to this variant as Coordinated Federated Learning (CO-FL). The CO-FL differs from the H-FL in two key aspects: (1) the links between aggregator and trainer form a bipartite graph in the CO-FL, and (2) the coordinator is connected to the rest of the roles. Enabling this new variant requires an update to the TAG and update to the implementation of roles in the H-FL TAG to allow communication with the coordinator.

**TAG Changes.** In Figure 8, we illustrate the changes to the TAG required to add a coordinator to the H-FL topology shown in Figure 3a. The transformation from the original TAG to the new one, as shown in the figure, involves modifying around 46 lines of configuration. The majority of the changes (36 lines, 78%) involve configuring new channels for the coordinator, while the rest of the changes are made to existing roles and channels. Notably, the addition of a
Table 3: The number of lines of code for each role in Hierarchical and Coordinated FL.

<table>
<thead>
<tr>
<th>Role</th>
<th>Hierarchical FL</th>
<th>Coordinated FL</th>
<th>LOC reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Aggregator</td>
<td>231</td>
<td>40</td>
<td>82.7%</td>
</tr>
<tr>
<td>Aggregator</td>
<td>200</td>
<td>67</td>
<td>66.5%</td>
</tr>
<tr>
<td>Trainer</td>
<td>156</td>
<td>73</td>
<td>53.2%</td>
</tr>
<tr>
<td>Coordinator</td>
<td>–</td>
<td>158</td>
<td>–</td>
</tr>
</tbody>
</table>

**Figure 9:** Code snippet for global aggregator for CO-FL.

```python
def compose(self) -> None:
    super().compose()

    with CloneComposer(self.composer) as composer:
        self.composer = composer
        tl_coord_ends = Tasklet("get_coord_ends", self.get_coord_ends)

        tl = self.composer.get_tasklet("distribute")
        tl.insert_before(tl_coord_ends)
        tl = self.composer.get_tasklet("end_of_train")
        tl.remove()
```

**Figure 10:** Performance comparison between Coordinated FL vs Hierarchical FL. Coordinated FL manages the network congestion with its load-balancing scheme.

**Figure 11:** Performance comparison between Hybrid FL vs Classical FL. Flame’s flexibility in communication backend selection demonstrates the efficacy of Hybrid FL.

**coordinator requires the use of the `replica` attribute in the aggregator role, which is introduced in §4.1 and allows for the creation of bipartite-like communication links upon TAG expansion.**

**Code Changes.** Following the completion of TAG, the next step is to implement each role in the TAG. Flame’s developer programming model allows easy extension without the need for modifying a core library. The developer inherits the base classes of H-FL and implements additional functionality for the coordinator role. For example, in CO-FL, while the global aggregator performs the same steps as it does in H-FL, it must receive information from the coordinator about which aggregators to interact within each round. To accomplish this, we implement a `get_coord_ends` function associated with a `funcTag` called `coordinate` (not shown in Figure 8 for brevity). We then use the API in Table 1 and update the inherited tasklet chain for the global aggregator, as shown in Figure 9.

In Figure 9, we obtain tasklets by using their alias and call appropriate operations (e.g., `insert_before`, `remove`). Note that we remove `end_of_train` tasklet because a coordinator is now responsible for informing the end of training to all workers. Similarly, the aggregator and trainer are implemented, resulting in minor code revisions for the overall CO-FL implementation, as shown in Table 3.

**Result.** To demonstrate the feasibility of extending CO-FL, we implement a basic load-balancing scheme in the coordinator. We create a toy scenario with 10 trainers and two aggregators where the link between the global aggregator and an aggregator becomes a bottleneck across multiple rounds. As aggregators report to the coordinator their delays in uploading models, the coordinator can detect delay discrepancies among aggregators. This information allows the coordinator to identify and exclude a slow aggregator. Moreover, the coordinator employs a binary backoff mechanism to give the straggling aggregator a chance to join the training again.

Figure 10 showcases the result of such a scenario in comparison with H-FL. From round #6, the load-balancing scheme detects a significant delay from the straggling aggregator by observing the

time to upload model weights to the global aggregator across all aggregators. After observing the delay for three consecutive rounds, the scheme disables the straggling aggregator for one round (round #9). Then, the scheme checks the presence of delay (round #10) by allowing the straggler to join the job again, and, if present, disables the straggling aggregator for two rounds (rounds #11-12). As congestion persists, the coordinator disables the straggler in a binary-backoff fashion (i.e., four rounds at round #14, eight rounds at round #19 and 16 rounds at round #28). H-FL, without such a load-balancing scheme, experiences large per-round time for rounds #6-35 due to the straggling aggregator.

**6.2 Flexible Backend**

To demonstrate the versatility of Flame on backend configurations and its implications, we use an example of Hybrid FL [17] (Figure 1e) implemented on Flame. Hybrid FL is ideal for scenarios where trainers are co-located and network bandwidth among trainers are much higher than bandwidth between trainers and aggregator. Unlike Classical FL (C-FL), where individual trainers should send their model updates, the co-located trainers in Hybrid FL form a cluster for aggregation. The trainers rapidly aggregate a cluster-level model with algorithms like ring-allreduce [42] and uploading...
Table 4: Changes required to transform from one topology to another. The TAG representation of C-FL, H-FL, Distributed and Hybrid is showcased in Figure 2 while TAG for CO-FL (Figure 1d) is shown in Figure 8. H-FL represents H-FL topology with different grouping options. +, - and Δ represent addition, removal and update respectively and N/A indicates no change. ”Δ inheritance” implies the switch of a base class from one to another, which is a single line change in user’s ML program.

<table>
<thead>
<tr>
<th></th>
<th>C-FL</th>
<th>C-FL→H-FL</th>
<th>H-FL→H-FL</th>
<th>C-FL→Distributed</th>
<th>C-FL→Hybrid</th>
<th>H-FL→CO-FL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code</td>
<td>+ trainer</td>
<td>+ agg</td>
<td>N/A</td>
<td>- global-agg</td>
<td>Δ inheritance</td>
<td>+ coordinator</td>
</tr>
<tr>
<td></td>
<td>+ global-agg</td>
<td></td>
<td></td>
<td>Δ inheritance</td>
<td></td>
<td>+ Δ inheritance</td>
</tr>
<tr>
<td>TAG</td>
<td>+ channel</td>
<td>+ channel</td>
<td>Δ groupBy</td>
<td>Δ channel</td>
<td>Δ channel</td>
<td>Δ groupBy</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Δ groupBy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metadata</td>
<td>+ init info</td>
<td>Δ datasetGroups</td>
<td>Δ datasetGroups</td>
<td>N/A</td>
<td>Δ datasetGroups</td>
<td>Δ datasetGroups</td>
</tr>
</tbody>
</table>

6.3 Topology Transformation: User Perspective

The topologies introduced in this paper are provided as templates in Flame. The mechanisms for those topologies are available too. Thus, to compose their ML job, users can pick and use one that best suits their needs. However, the requirements and constraints for the ML job may change over time, which may require topology transformations and learning mechanisms. To demonstrate how easily these transformations can be made, we walk through the steps of transforming to other topologies, starting with a basic C-FL topology.

**Classical→Hierarchical.** C-FL topology consists of trainers and global aggregator. To transform from C-FL to H-FL, a user needs to introduce an (+) aggregator role and a new connecting (+) channel with the new aggregator. Finally, to allow the grouping of trainer nodes the (Δ) datasetGroups attribute in metadata information is updated.

**Classical→Distributed.** In FL, trainers send their model weights to the aggregator while in distributed learning they are shared among all the nodes directly. Flame SDK provides a separate trainer base class for federated and distributed learning. Thus, from the user’s perspective, C-FL to distributed training change requires, removing the global aggregator, (Δ) updating the inherited base trainer class, and (Δ) altering TAG representation where the trainer-aggregator channel is updated to trainer-trainer channel as shown in Figure 2b.

**Classical→Hybrid.** Transformation from C-FL to hybrid topology entails two steps: First, it would require (Δ) updating the inherited trainer and global aggregator class. Again, the Flame SDK provides base classes for hybrid topology, thus, a user just needs to change the inherited parent class name in the trainer and global aggregator role’s program. Then, it needs (Δ) to change the TAG to create appropriate channels and backends and change groupBy and datasetGroups to group co-located datasets.

**Hierarchical→Coordinated.** CO-FL is different from H-FL in that a coordinator oversees a federated learning process. Therefore, in CO-FL, a user needs to introduce the coordinator, (Δ) update the inheritance of classes for the global aggregator, aggregator, and trainer, and add new channels between the coordinator and the rest of the roles. In addition, grouping between aggregators and trainers can be dynamic based on the coordinator’s logic. For that, the user (Δ) updates groupBy and datasetGroups as a single group and configures replica in the TAG.

6.4 System Comparison

Because a system like FedML [21] is an effort to create improved abstractions for federated learning, we present Table 5 to give an overview of the differences in the functionality provided by both the system. For comprehensive feature comparison among other frameworks, we also present Table 7 in the appendix.

**Topology Implementation.** The role in Flame provides a granular abstraction that allows the developer to implement different components of federated learning as individual roles. This allows ML engineers to focus only on the ML related logic and it further helps in selectively updating different parts of the deployment or topology without touching other components. Contrary to that, FedML adopts a client-server architecture which provides a tight
coupling between various tasks executed by a learning job. Creating new components such as coordinator or transforming from one topology to another would require the developer to implement the logic by modifying the core library, while Flame’s programming model allows the developer to introduce new logic without touching any core system library.

Communication Backend. Both systems support easy integration of different communication protocols such as MQTT, gRPC, etc., however, these systems differ in the extensibility and flexibility granularity they provide. The logical graph abstraction adopted by Flame breaks down the connection between different roles (workers) into channel which provides per-channel communication control for any FL topology. The client-server architecture in FedML does not allow per-worker connections to be configurable. It takes the communication configuration at the global level and uses it for all the workers (trainers and aggregators), which means that all nodes use the same communication backend.

Deployment and Grouping Support. The deployment of an FL application can be categorized in two ways. First, compute centric approach, where the application developer is responsible to secure the compute and then deploy the ML code to start the learning process. Second, compute agnostic approach, where the developer provides the ML code and instruction/rules about the type of compute required by each worker. The system is then responsible to find the compute units to create the group, deploy the code, and start the learning process. FedML follows compute centric approach, which requires the participant to select appropriate nodes based on constraints associated with the data, such as GDPR rules, or to create groups such as in the case of H-FL. Flame, by associating the channel’s groupby attribute with metadata datasetGroups information, enables groupings among workers in the same role. This permits Flame to dynamically create groups for complex topologies such as hierarchal, distributed, or hybrid. In Flame, realm allows the system to automatically determine the compute clusters where specific role should be deployed. Then, the deployer component in Flame allows the system to connect to different compute clusters managed by different resource orchestrators, which can spawn workers automatically, thus following a compute agnostic approach.

6.5 TAG Expansion Overhead

To prepare for actual deployment, the first step at the management plane of Flame is to expand TAG. Once TAG is expanded, Flame utilizes underlying cluster management solutions, such as Helm (for Kubernetes), to deploy workers as containers to perform their tasks in an FL job. Deployment time can vary significantly based on several factors, such as the distance between the management plane and remote compute clusters, network bandwidth, cluster resource availability, job size, etc. These types of deployment issues are ubiquitous in geo-distributed job or workload scenarios. As a result, the evaluation of this deployment aspect is beyond the scope of this paper and we instead analyze the overhead of TAG expansion.

We conducted experiments to measure the latency of TAG expansion and database write of its results on Flame for different FL topologies, namely C-FL (Figure 1b) and CO-FL (Figure 1d), as shown in Table 6. We evaluated the latency with varying numbers of trainers, and CO-FL was configured with 100 replicas and a coordinator. The results demonstrate that the overhead of TAG expansion on Flame is comparable across different FL topologies. Additionally, the results show that Flame is highly scalable, achieving TAG expansion on 100,000 workers under a minute for both FL topologies. The current implementation can be further optimized since it only uses a single CPU core and data is duplicated during the expansion.

7 RELATED WORK

Library. Machine learning libraries provide lower-level interfaces for concisely expressing models. They provide a collection of pre-built algorithms, functions, and tools for developing, training, and deploying machine learning models. TensorFlow [2], PyTorch [41], and scikit-learn [43] are some of the ML libraries providing lower-level interfaces for concisely expressing ML models, with the ability to create custom models and learning algorithms. These libraries are used to create ML models from the ground up while users need to build their system and integrate it with these models. Flame allows developers to use any such ML libraries.

Frameworks. Spark ML [54] and Apache MXNet [8] are open source frameworks mainly for distributed learning. Systems such
as Flower [4], FedScale [25], and PySyft [48] provide low level APIs which make them flexible. Unlike Flame, they cannot be easily extended to support different deployment scenarios as they lack suitable abstractions. OpenFL [16] is another FL framework based on a client-server architecture with two components: (1) collaborator, which uses a local dataset to train global models, and (2) aggregator, which receives the model updates and combines them to create the global model. Nvidia Clara [39] is an application framework specifically designed for healthcare use cases. There are other FL frameworks like FedML, which are based on client-server architecture and lack support for diverse FL configurations, required to express and extend the evolving deployment requirements.

Simulators. Machine learning simulators enable quick testing of various machine learning algorithms, models, and techniques in a simulated environment. FedJAX [47] is a research-focused federated learning simulator that provides an API for building and training machine learning models using a variety of federated learning algorithms. Flute [13] is another federated learning simulator that focuses on scalability and efficiency. FLSim [29] is also a federated learning simulator that allows users to explore the effects of different federated learning algorithms and hyperparameters on model performance. Flame does not provide a simulator but it supports small scale emulation via the Flame-in-a-box.

8 CONCLUSION

In this paper we introduce Flame, a system that enables comparability and extensibility for federated learning topologies, thus providing support for FLOPs tasks. It relies on logical TAG representation of physical topology that exposes new capability to explicitly specialize the behavior and configuration of individual components in any learning system. Its programming model facilitates easy extensions without requiring any modification on its core library. It also provides basic support that makes it possible to deal with heterogeneous deployment environments. We open sourced the system to help researchers and developers build FL applications in modular fashion and accelerate the progress of federated learning.

A APPENDIX

Table 7 provides a summary of the key features of existing FL frameworks, based on their public repositories as of May 5th, 2023. While the table showcases Flame’s strengths in comparison to other frameworks, it is not intended to be exhaustive. For instance, FedML offers several other algorithms and FedScale offers other features such as cohort-based learning [33]. Although we took great care in conducting code analysis, we encountered ambiguities in certain aspects during the comparison. We encourage the readers to explore the complete list of features offered by each framework through their project web page or GitHub repositories.
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<table>
<thead>
<tr>
<th>Topology</th>
<th>Classical FL [36]</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hierarchical FL [34]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Distributed FL [21]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Hybrid FL [17]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Coordinated FL [5]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Vertical FL [20]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Async Hierarchical FL</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Async Coordinated FL</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

### Protocol

<table>
<thead>
<tr>
<th></th>
<th>gRPC</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MQTT</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>MPI</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>NCCL</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

### Aggregation Policy

<table>
<thead>
<tr>
<th></th>
<th>Synchronous FL [36]</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Asynchronous FL [37]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

### Algorithm

<table>
<thead>
<tr>
<th></th>
<th>FedAvg [36]</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FedProx [30]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>FedAdam [46]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>FedAdagrad [46]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>FedYogi [46]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>FedDyn [4]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>FedBuff§ [37]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>SCAFFOLD [23]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>q-FedAvg [32]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>FedNova [51]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

### Client Selection

<table>
<thead>
<tr>
<th></th>
<th>Select All</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Random [36]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>FedBuff§ [37]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>Oort [26]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

### Sample Selection

<table>
<thead>
<tr>
<th></th>
<th>Select All</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FedBalancer [50]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

### Security

<table>
<thead>
<tr>
<th></th>
<th>Differential Privacy [14]</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Secure Aggregation [6]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 7: Comparing Flame with other FL frameworks. ✓: simulation; *: simplified version of an original architecture; ‡: widely used algorithms listed; others (e.g., FedML) implemented several other algorithms (omitted for brevity); §: both aggregation algorithm and client selection are included.


